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Abstract

The bus control problem that combines holding and stop-skipping strategies is formulated as a multi-agent reinforcement learning (MARL) problem. Traditional MARL methods, designed for settings with joint action-taking, are incompatible with the asynchronous nature of at-stop control tasks. On the other hand, using a fully decentralized approach leads to environment non-stationarity, since the state transition of an individual agent may be distorted by the actions of other agents. To address it, we propose a design of the state and reward function that increases the observability of the impact of agents’ actions during training. An event-based mesoscopic simulation model is built to train the agents. We evaluate the proposed approach in a case study with a complex route from the Chicago transit network. The proposed method is compared to a standard headway-based control and a policy trained with MARL but with no cooperative learning. The results show that the proposed method not only improves level of service but it is also more robust towards uncertainties in operations such as travel times and operator compliance with the recommended action.
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1. Introduction and Background

High-frequency bus operations play a crucial role in increasing economic opportunity and social equality for densely populated areas. However, the lack of adequate control can result in poor quality of service and higher operational costs, especially when buses run in mixed traffic and without traffic signal priority. The control problem consists of addressing, in real-time, the service irregularities that emerge from the combination of stochastic travel times and demand conditions, which cause vehicles to fall behind schedule and distort the frequency of bus arrivals at stops. Some consequences include increased passenger wait times, crowding in buses, and increased risk of delays for subsequent trips (Tirachini et al., 2021).

The literature on the problem is extensive and solutions have been refined as technological improvements have taken place. In the earlier days, schedule-based holding strategies were predominant in the literature and real-world applications due to their simplicity and minimal real-time information requirements (Turnquist, 1974). They consist of holding buses at designated stops so they do not depart before its scheduled departure time. Headway-based control in turn, which corrects for headway regularity instead of schedule adherence, became an increasingly practical alternative for high-frequency services with the advent of Automated Vehicle Location (AVL) technology and wireless communication (Daganzo, 2009; Eberlein et al., 2001; Bartholdi III and Eisenstein, 2012).

Despite the extensive literature on the problem, there is still room to refine the state-of-the-art control methods to make better use of available technologies and frameworks. Current real-time control methods rely on limited information such as a bus trip’s headway, which is attractive for practical uses, but fails to consider the complex costs and benefits associated with each alternative control decision. For instance, holding a vehicle at a stop increases the travel time of the passengers on board, increases the wait of certain passengers at downstream stops, and decreases the wait time and crowding of other passengers at downstream stops. Zhao et al. (2003) proposed a real-time approximation of such cost-benefit function to be used as criterion for holding. Quantifying these costs, however, requires simplifications, due to their interdependence and the randomness inherent to the system.

The solution proposed in this study defines the bus control task as a Partially Observable Markov Decision Process (POMDP) and uses multi-agent
reinforcement learning (MARL) to develop a control policy. The motivation to use MARL is that even though the control policy is defined using information that is available in real-time, the action selected depends on prior learning of the alternative actions’ cost-benefit values. Having a pre-trained policy is also suitable for practical applications.

However, the difficulty in applying the standard MARL approach, in which the agents’ actions are chosen and evaluated jointly, is the decentralized and asynchronous nature of the bus control task. The challenge is therefore to extend the framework to control the agents (buses) independently but evaluate their actions jointly. The information used for action evaluation is discussed and justified, as it is critical to avoid unnecessary information which can add noise to the reward and lead to sub-optimal control policies. The resulting framework, by applying these considerations in the extension of the state and reward definitions, allows for cooperative learning.

Previous MARL approaches to this problem, although effective, have focused on the holding control strategy exclusively. This study adds stop-skipping, a strategy that allows vehicles to skip service at certain stops, as an alternative in the set of possible actions. Such addition allows to develop hybrid strategies that can mitigate bunching more effectively, by skipping and holding the late and early buses respectively. A generalized reward function based on passenger wait time is designed to appropriately account for the impact of both holding and stop-skipping actions.

The paper compares the performance of the proposed cooperative MARL framework against a rule-based and a simplified MARL approach drawn from the literature. We use simulation as the training environment for the MARL-based methods and as the test-bed for performance analysis. The simulation model is calibrated to replicate the rush hour operation of a bus route in Chicago. To analyze transferability and simulation-to-reality gap concerns in the MARL approach, we analyze how performance is impacted by conditions that were not experienced during training; and how performance can be improved by re-training with the updated conditions. In this analysis we evaluate the effect of driver non-compliance with control instructions, given its potential to hinder performance (Phillips et al., 2015) and the unpredictability of such behavior prior to initial field deployment.

In summary, the main contributions of the paper are:

- Proposes a MARL framework to learn a bus control policy based on available real-time data to reduce system-wide passenger wait times
and crowding. Furthermore, the method shows robustness to uncertain driver compliance.

- This methodology addresses the non-stationarity problem inherent to MARL-based bus control by extending the definition of the state and reward to allow for cooperation and awareness among agents during training.

- To the best of our knowledge, it is the first attempt at formulating a generalized deep MARL framework for combined holding and stop-skipping strategies.

The remainder of the paper is organized as follows: section 2 discusses previous work, section 3 formulates the problem, section 4 presents the proposed framework, section 5 describes the case study, section 6 presents and discusses the experiments’ results, and section 7 presents concluding remarks.

2. Related Studies

In this section, we review the relevant literature on bus holding and stop-skipping. The approaches range from rule-based, to optimization, to reinforcement learning (RL). An overview of the existing bus control literature is presented in Table 1.
<table>
<thead>
<tr>
<th>Author</th>
<th>Strategy</th>
<th>Method</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Holding</td>
<td>Skipping</td>
<td>Combined</td>
</tr>
<tr>
<td>Turnquist (1974)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Barnett (1974)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Turnquist et al. (1980)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Abkowitz et al. (1986)</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Rossetti and Turitto (1998)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li et al. (1995)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eberlein (1995)</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Eberlein et al. (2001)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fu et al. (2003)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhao et al. (2003)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sun and Hickman (2005)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Koutsopoulos and Wang (2007)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daganzo (2009)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delgado et al. (2009)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cats et al. (2011)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delgado et al. (2012)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bartholdi III and Eisenstein (2012)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sáez et al. (2012)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chen et al. (2015a)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laskaris et al. (2016)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gao et al. (2016)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chen et al. (2016)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhang and Lo (2018)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alesiani and Gkiotsalitis (2018)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Menda et al. (2019)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wang and Sun (2020)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saw et al. (2020)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wang and Sun (2021)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhang et al. (2021)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.1. Holding

Bus holding strategies have been studied extensively. They can be categorized primarily as schedule-based, which are most appropriate for low-frequency bus operations (Turnquist, 1974), and headway-based, which are more effective for high-frequency services (Abkowitz and Lepofsky, 1990; Cats et al., 2011). Most of the earlier research focused on threshold-based holding (Turnquist, 1974; Turnquist et al., 1980; Abkowitz et al., 1986; Rossetti and Turitto, 1998). Several studies proposed finding the optimal threshold values to balance wait time savings and imposed delay from holding (Abkowitz and Tozzi, 1986; Abkowitz et al., 1986). The even headway strategy, which regulates departures based on preceding and following vehicles, has shown effectiveness in simulation-based studies focused on train systems (Koutsopoulos and Wang, 2007) and bus routes (Cats et al., 2011). The even headway rule can also be extended to incorporate passenger travel costs associated with holding, as proposed in Laskaris et al. (2016).

Eberlein et al. (2001) first formulated the optimal holding problem with real-time information by using optimization with rolling horizon, assuming deterministic passenger arrivals and travel times. Zhao et al. (2003) proposed a dynamic decision rule, based on passenger time impacts for current and downstream stops. As it is designed for real-time operations, the algorithm relies on simplifications and neglects the downstream stops that have not yet been served by the previous bus. Daganzo (2009); Bartholdi III and Eisenstein (2012) used dynamic programming models to apply holding and bus speed adjustments in response to headway disturbances. Zhang and Lo (2018) extended the approach in Bartholdi III and Eisenstein (2012) to account for the forward headway of the controlled bus in determining holding time. Sánchez-Martínez et al. (2016) proposed a rolling horizon optimization approach.

2.2. Stop-skipping

To reduce its run time, a bus can be allowed to skip one or more stops, either entirely or after allowing for alightings only. Examples include expressing (skip several stops in sequence), deadheading and short-turning (end service mid-route in one direction to begin mid-route in the opposite direction). Stop-skipping strategies have been proposed mostly at the planning level (scheduled) and formulated as optimization problems. Liu et al. (2013) considered strategies for stop-skipping and deadheading as an optimization
problem based on passenger times and operator costs, and evaluated their robustness to random travel time fluctuations. Chen et al. (2015b) proposed a headway optimization problem when a fraction of trips are allowed to express and skip stops. To address the real-time problem, Li et al. (1995) proposed a model for short-turning and skipping based on bus location and evaluated its performance using simulation. Stop-skipping has also been studied as a strategy for incident recovery (Sun and Hickman, 2005; Gao et al., 2016).

2.3. Combined holding and stop-skipping

Although holding and stop-skipping serve the common purpose of increasing headway regularity, the costs associated with each are different. Holding increases the in-vehicle time of passengers on board and wait time of some passengers at downstream stops, while skipping, depending on its implementation, increases wait time for the passengers waiting at the skipped stop. There are limited studies that explore them jointly as a hybrid strategy. Delgado et al. (2009, 2012) proposed an optimization framework with rolling horizon prediction for combined holding and boarding limits. The boarding control, at its limit (0 boarding passengers) can be seen as a version of stop-skipping. The results favor the combined strategy compared to holding-only in terms of average wait time and highlight the positive impact of boarding limits in high-frequency services when the bus behind is sufficiently close. Sáez et al. (2012) formulated the hybrid strategy as an optimization problem that minimizes passenger-related time costs and headway irregularity. The results also support the superiority over the holding-only strategy. Zhang et al. (2021) developed a framework for real-time control combining holding and stop-skipping. The decentralized nature of the formulation, though, limits the framework’s ability to develop coordinated control actions. Another study applied RL for combined holding and stop-skipping in the context of a shuttle operating in a loop (Saw et al., 2020).

2.4. Multi-agent Reinforcement Learning for Bus Control

MARL methods are used for learning optimal control tasks with multiple agents. Extending traditional MARL methods to the bus control problem introduces challenges due to the fact that buses are controlled asynchronously upon arrival to a stop. Previous MARL applications with asynchronous control tasks include elevator group control (Crites and Barto, 1998) and maritime logistics (Li et al., 2019). In such cases, the state transition of each agent may be influenced by a neighboring agent’s action, causing the
environment to appear non-stationary, from the perspective of each agent (Laurent et al., 2011). Environment non-stationarity, if not addressed, can be detrimental to the learning process.

Previous MARL applications to bus control differ significantly in their approach. Alesiani and Gkiotsalitis (2018) used a fully decentralized learning scheme and neglected the effect of non-stationary conditions. A range of solutions have been proposed to reduce non-stationarity in the bus control task. Chen et al. (2015a, 2016) used sparse-cooperative Q-learning that selectively includes global state information in the learned policy. Although this approach allows for learned cooperative strategies, it increases computational complexity. Wang and Sun (2020) used the actor-critic framework and incorporated a joint action tracker for agents to select actions based also on the expected actions of other agents. Menda et al. (2019) formulated the bus control problem as a discrete-event MARL problem, in which each agent accumulates global rewards in between control events. The rewards are then processed as a single delayed reward at the latter control event. A problem with such solution is that it treats the reward contribution from other agents as equal, no matter how distant they are from the learning agent, which may result in unnecessary noise in the reward. To address this problem, Wang and Sun (2021) introduced a credit assignment framework based on graph learning of bus trajectory plots near the controlled bus during the control event. The approach resulted in reduced variability in headway and load. The results also show potential to generalize to other bus routes without need for re-training.

2.5. Summary

The main observations from the literature review are:

- Studies on holding exhibit trade-offs between making use of real-time information and ease of implementation.
- Most studies on stop-skipping are planning studies where skipping is part of the schedule.
- Limited studies have analyzed stop-skipping and holding as a joint strategy.
- The reinforcement learning frameworks proposed have not addressed adequately the non-stationarity issue, and often incorporate global in-
formation which increases computational expense and potentially adds noise to the reward.

![Figure 1: Bus control event in spatio-temporal plot](https://ssrn.com/abstract=4135381)

### 3. Problem Statement

Consider a bus line with $m$ stops and $n$ trips. The bus line includes $c$ designated control stops, where $c \leq m - 1$ (the final stop $m$ is not considered for control). When bus performing trip $i$ arrives at control stop $k$ at time $A_{i,k}$, its departure time $D_{i,k}$ can be delayed, in order to correct for uneven headways between consecutive bus trips. In this paper, we define the forward headway $h_{ij}$ as the inter-arrival time between trip $i$ and the preceding trip $i - 1$ at stop $j$. The backward headway of bus trip $i$ at stop $j$ is the predicted forward headway of bus trip $i + 1$, denoted by $h_{i+1,j}^{est}$, based on the predicted arrival time of the following bus at the same stop, $A_{i+1,j}$. The prediction is necessary for control decisions made in real time.
The control actions considered for this problem are holding and stop-skipping. Holding control consists of delaying trip $i$’s departure from stop $k$ by holding it for time $T_{ik}^{\text{hold}}$. The departure time is then determined by:

$$D_{ik} = A_{ik} + \max\{T_{ik}^{\text{hold}}, w_{ik}\} \quad (1)$$

$w_{ik}$ is the dwell time at the stop. When stop-skipping, the vehicle departs the stop immediately after the alighting time without boarding of passengers. The departure time is then:

$$D_{ik} = A_{ik} + w_{ik}^a \quad (2)$$

In this case, the dwell time $w_{ik}^a$ corresponds to alightings only. Skipping is only allowed if the following conditions are met: a) the stop is not the origin terminal and b) the preceding bus did not skip the stop (to avoid passengers being denied twice).

4. Solution Approach

The real-time bus control problem can be defined as a multi-agent system with asynchronous control events, since buses arrive at control stops at irregular times. The complexities of such problem arise from the difficulty in quantifying the impact of a single control action in a system with dynamic conditions and actions taken by other agents. For instance, a holding action impacts the wait time of passengers on board the controlled bus agent and of certain passengers at downstream stops. But this impact is not available until the action has already been taken. It is complex to estimate the impact a priori, due to compounding randomness in passenger demand and travel times, as well as control actions taken by preceding buses. Thus the effectiveness of the action is measured by a proxy variable such as the headway, or by a simplified approximation of the wait time/ride time costs. These simplifications, though leading to more generalizable methods, result in control policies that are less responsive to dynamic conditions and actions from other agents.

To address such challenges, the MARL approach is attractive because it is designed to find approximate solutions to control problems. The approximate solution is a control policy that is a function of observable real-time information at the control event time, but is optimized based on immediate and delayed system feedback received from past experiences. The MARL
approach can efficiently use newly generated experiences to gradually guide the agents to act optimally based on predefined metrics. In this section we model the bus control problem as a Markov Decision Process to be solved with the MARL framework.

4.1. Bus Control as a Markov Decision Process

A Markov Decision Process (MDP) for the single-agent RL case can be formally defined as \((S, U, R, P, \gamma)\), where \(S\) is the set of states that can be encountered when the agent interacts with the system, \(U\) the set of possible control actions that can be taken, \(R\) the reward function based on action \(u\epsilon U\) taken at state \(s\epsilon S\) and resulting in state \(s'\); \(P\) is the transition probability function which determines the probability that state \(s'\) will result, given current state \(s\) and action \(u\) (i.e. \(P(s \rightarrow s'|s, u)\)), and \(\gamma\) is the discount factor which discounts the value of future rewards compared to immediate rewards.

The extension of the MDP for a generic MARL problem requires defining a set of agents and a joint state/action set. However, the bus control process is asynchronous and event-driven, triggered by stop arrivals, so the notion of agents observed and controlled jointly is not appropriate. This case can be represented as a Partially Observable Markov Decision Process (POMDP) (Oliehoek and Amato, 2016), in which multiple agents are controlled in a decentralized fashion, acting independently on their own state.

A concern about framing this problem as a POMDP is non-stationarity, given that for agent \(i\), the reward received from action \(u\) taken at state \(s\) and resulting to state \(s'\) may be impacted by another agent’s action, taken at some time between \(s\) and \(s'\). This makes the environment non-Markovian, which negates the guarantee of convergence to an optimal policy, unless following certain guidelines to mitigate the issue (Laurent et al., 2011). This issue is overlooked even in non-RL bus control methods. For instance, if the method involves real-time information such as forward and backward headways, these are computed assuming that the buses performing the preceding and following trips are not controlled.

Generally, there are two options to address the non-stationarity problem: a) reduce the likelihood of an agent’s action impact on another, or b) make the impact more observable to the trained agents (Laurent et al., 2011). The former is not considered, since buses in a high-frequency service inevitably impact each other. The latter, however, can be incorporated by extending
the state definition to include more information about the relevant neighboring agents, and to broaden the scope of the reward function to include the controlled agent’s impact on the relevant neighboring agents. As a result, the risk of non-convergence of the policy is reduced and cooperative strategies can emerge.

The basic components of the MARL framework and the training algorithm adapted for the solution of the bus control problem studied in this paper are described in the sections that follow.

State

The state of the controlled bus trip $i$ upon arrival at control stop $k$ is composed of information relevant to make and evaluate control decisions. The choice of state parameters determines how the learning of experiences is categorized in the updating of the control policy. The parameters included are as follows:

- **Spatial**: The impact of an action depends on the location of the control stop and the distance to the next control stop. Therefore the bus location is included, represented by the control stop number normalized by the total number of control stops, i.e. $k/c$.

- **Regularity**: To account for the bus trip’s regularity status, the forward headway $h_{ik}$ and backward headway $h_{i+1,k}^{est}$ are used.

- **Demand**: A count of the passengers that would be immediately impacted by the action is included, namely the passenger load when arriving at stop $k$ reduced by the number of alighting passengers, $L_{ik} - G_{ik}$, and the passengers ready to board, $B_k$. The actual number of passengers waiting to board is typically not known in real time. In theory, it may be computed from the number of fare-box transactions, however, this information is typically not available in real time. Hence, it is estimated from the historical arrival rate and the forward headway.

- **Preceding bus trip information**: As mentioned earlier, to address the non-stationarity problem our approach includes some information of the relevant neighboring agents to make the controlled agents more aware of their surrounding agent’s status. We include only the preceding bus trip’s forward headway $h_{i-1,k}$. Other bus trips are not considered to avoid increasing the complexity of the state and thus adding
noise to the training process. However, this topic can be explored in future studies.

Lastly, we use the line’s end terminal (stop \( m \)) as the terminal state to capture the impact of previous actions on the schedule status at the end of the route.

**Actions**

Upon a bus agent’s arrival at a control stop, three high-level control actions can be taken (as described in section 3): departing after boarding and alighting take place (no control), departing after alighting time (stop-skipping), and departing after the holding time or boarding and alighting time, whichever is larger (holding). Specifically, the set of actions \( \mathcal{U} \) is composed by:

- The holding time \( T_{ik}^{\text{hold}} = \omega H_i \) where \( \omega \in \Omega \) is a strength parameter from a set \( \Omega \) with values in \( (0, \omega_{\text{max}}) \) and \( H_i \) is the scheduled headway of bus \( i \). The upper limit on holding time is set by \( \omega_{\text{max}} \). The corresponding holding time is used to determine the departure time from the stop, using Eq. (1).

- A skipping action instructing the driver to depart the stop, after allowing for alightings if needed. The departure time is then determined by Eq. (2).

**Reward**

The design of the reward function is critical for the agent’s learning of optimal control actions. It should be both broad enough to capture the impact of the action, but specific enough to not cause noise during learning. Most RL applications to bus control, which do not include skipping as a possible action, use as reward the resulting impact on the difference between actual and planned headway. To consider the impact on the onboard riders, either a penalty for too much holding is included (Alesiani and Gkiotsalitis, 2018; Wang and Sun, 2020, 2021) or the holding time is constrained. In this way, the benefits and costs are captured in an immediate reward to the agent.

In this study, the proposed reward function \( r_{i,k+1} \) is based on a fundamental metric for the effectiveness of control: passenger wait time at stops and the impact of holding on passenger ride time. A similar metric to wait
time was also used in a previous application of MARL to elevator group control (Crites and Barto, 1998). Additionally, by introducing delayed rewards, as used in an application of MARL to resource balancing in logistics (Li et al., 2019) and bus control (Menda et al., 2019), the reward captures more accurately the impact of an action between control events.

Figure 2: Impact of holding bus $i$ on the wait time of passengers on buses $i$ and $i+1$

To justify the wait time component of the reward function, let us consider an example of a bus service with scheduled headway $H$ minutes and passenger arrival rate of $\frac{3}{H}$ passengers per minute. For this example, passenger arrival rates are deterministic. Bus $i - 1$ arrives at stop $k$ on schedule at time $t_0$, 
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bus $i$ arrives early at time $t_0 + \frac{2H}{3}$, and bus $i+1$ is predicted to arrive on time at time $t_0 + 2H$. The total wait time for the passengers boarding bus $i$ and bus $i+1$, assuming bus $i+1$ arrives at the predicted time, as a function of the bus holding time is shown in Figure 2. Delaying the departure of bus $i$ by $\frac{H}{3}$ (with departure time at $t_0 + H$, the midpoint between the departures of buses $i+1$ and $i-1$) results in the minimum total wait time. This is the basis for even-headway control methods. However, forcing a departure from control stop $k$ at the midpoint does not guarantee arrival at equal headways at the intermediate stops until the next control stop $k+1$, due to travel time uncertainty. A more appropriate metric for the effectiveness of the action is the total wait times of all boarding passengers at all intermediate stops for buses $i$ and $i+1$. Additionally, this gives proper assessment of actions such as stop-skipping, in which the denied boardings of trip $i$ result in increased wait time for trip $i+1$ boardings.

As such, the reward function is defined as the sum of wait times of the set of passengers boarding buses $i$ and $i+1$ at stops between control stops $k$ (inclusive) and $k+1$ (exclusive), as follows:

$$r_{i,k+1}^{\text{wait}} = -\sum_{y=i}^{i+1} \sum_{z=k}^{k+1} \sum_{p \in P_y(D_{y-1,z}, A_{yz})} T_p^{\text{wait}}$$

$P_y(D_{y-1,z}, A_{yz})$ is the set of passengers arriving at stop $z$ between the departure time of trip $y-1$ and the arrival time of trip $y$; $T_p^{\text{wait}}$ is the wait time for passenger $p$. The negative sign is added to penalize higher wait times.

The second term in the reward function $r_{i,k+1}^{\text{ride}}$ is used to capture the increased ride time experienced by passengers as a result of holding. In addition to the holding time at stop $k$, passengers experience delay from increased dwell times downstream as a consequence of more passengers arriving in greater headways. Therefore, we add as reward the ride time experienced by passenger $p \in P$ within the time interval $(A_{ik}, A_{i,k+1})$, where $A_{ik}$ and $A_{i,k+1}$ are the arrival times of trip $i$ at stops $k$ and $k+1$, respectively. $P$ is the set of passengers that were on-board trip $i$ at any point in the time interval $(A_{ik}, A_{i,k+1})$.

$$r_{i,k+1}^{\text{ride}} = -\sum_{p \in P} T_p^{\text{ride}}(A_{ik}, A_{i,k+1})$$

Where $T_p^{\text{ride}}(A_{ik}, A_{i,k+1})$ is the ride time of passenger $p$ measured within the
interval \((A_{i,k}, A_{i,k+1})\). The final reward function is thus:

\[
r_{i,k+1} = W_{\text{wait}} r_{i,k+1}^{\text{wait}} + r_{i,k+1}^{\text{ride}}
\]

(5)

The factor \(W_{\text{wait}}\) is used to weigh the wait time component relative to the ride time component. It should be noted that the reward for bus agent \(i\) can only be computed after bus \(i + 1\) has arrived at control stop \(k + 1\). The then completed experience tuple \((s_{ik}, u_{ik}, r_{i,k+1}, s'_{i,k+1})\) is used to update the policy.

4.2. Training Algorithm

We describe two approaches for training the RL algorithm, which we combine in our solution to address the discrete-event and high-dimensional characteristics of the problem.

Discrete-Event Q-learning

The agents are trained with a discrete-event version (Bradtke and Duff, 1995) of the Q-learning algorithm (Watkins, 1989). Q-learning is a model-free reinforcement learning method which uses dynamic programming to iteratively update the value of an action \(u\) taken at state \(s\), e.g. \(Q(s, u)\). Upon trying all actions repeatedly, the action with highest Q-value is judged as the best action overall for that state, considering immediate rewards and discounted long-term rewards. This framework was designed, however, for environments with fixed time-step between control actions, which is not the case for bus control. Therefore, we use the Q-learning update rule adapted to the discrete-event RL proposed in (Bradtke and Duff, 1995):

\[
\Delta Q(s, u) = \alpha \cdot \left[ r + e^{-\beta t} Q(s', u') - Q(s, u) \right]
\]

(6)

where

\[
u' = \arg \max_u Q(s', u)
\]

(7)

\(\alpha\) is the learning rate and \(t\) is the time between events represented by states \(s\) and \(s'\). The only difference from standard Q-learning is the term \(e^{-\beta t}\) which acts as a variable discount factor that scales with the duration between events, with \(\beta\) controlling the rate of exponential decay.
Double Deep Q-learning

In order to accommodate the high dimensionality of the state set defined earlier, multi-layered neural networks are used to store and estimate the Q-values. For training, Mnih et al. (2015) formally introduced deep Q-learning with techniques that improve sample efficiency and learning stability. With Deep Q-learning, the state-action value $Q(s, u)$ is estimated by a network with parameters $\theta$ that are updated every time-step, referred to as the online network; the value of the next state $Q(s', u')$ is estimated by a network with parameters $\theta'$ which are copied periodically from $\theta$, referred to as the target network. In this paper, we use an extension of Deep Q-learning named Double Deep Q-learning (DDQN) (van Hasselt et al., 2015). In this variation, the online network’s parameters $\theta$ are also used to estimate the next state’s action $u'$ in the update rule (see Eq. (7)). The adapted update rule for DDQN is as follows:

$$\theta = \theta + \alpha \cdot (r + e^{-\beta t} Q_{\theta'}(s', u') - Q_{\theta}(s, u))$$

where

$$u' = \arg \max_u Q_{\theta}(s', u)$$

Every $\tau$ updates of the online network, its parameters are copied onto the target network, $\theta' := \theta$. This modification helps reduce the overoptimism inherent to standard Q-learning due to using the same network for action selection and evaluation (van Hasselt et al., 2015).

The networks used are fully connected neural networks (FCNN) with $N_{\text{layers}}$ hidden layers of size $L_{\text{network}}$ and with ReLu activation, while the last layer uses linear activation for the mapping of discrete action values. Each update of the FCNN is made on a batch of $L_{\text{batch}}$ experiences, drawn randomly from the experience replay buffer (Lin, 1992) which stores the most recent $L_{\text{buffer}}$ experiences. Training follows an $\epsilon$-greedy exploration with $\epsilon$ annealed linearly from $\epsilon_0$ to $\epsilon_{\text{final}}$ for the first $N_{\text{eps}}^1$ and fixed on $\epsilon_{\text{final}}$ for the last $N_{\text{eps}}^2$.

4.3. Training environment: Bus Simulation

The agents must be trained in an environment that captures the dynamic conditions of bus operations. To that effect, a simulation model was developed. Scheduled departures and blocks (sequence of trips assigned to a bus) for both directions are inputs to the simulator. This representation allows to
capture the propagation of delays between consecutive trips by the same bus. Dwell times at stops are a function of the number of boarding and alighting passengers. If a bus is holding, arriving passengers can board the vehicle. Buses have capacities and passengers who are unable to board a bus because of lack of available space must wait for the next vehicle. Passenger arrivals at stops are generated from OD trip demand rates, which follow a Poisson distribution.

4.4. Updating the Q-Network

Algorithm 1 summarizes the computational workflow of the training process. In a new episode the iteration step begins with advancing the simulation until the next control event, NextControlEvent(). As mentioned earlier, the reward for bus $i - 1$ from action at stop $k - 1$ is computed only after bus $i$ arrives at stop $k$. The completed experience is then added to the replay buffer, from which random experiences are drawn to update the network parameters. Finally, the updated network is used to select the action that bus $i$ takes in the current event.

**Algorithm 1** Event-driven MARL Training

1: for episode 1 to $N_1^{eps} + N_2^{eps}$ do
2: 
3: 
4: \hspace{1em} ResetEnvironment()
5: 
6: \hspace{1em} while environment is not terminated do
7: \hspace{2em} // Advance environment to next control event
8: \hspace{2em} NextControlEvent()
9: \hspace{2em} \hspace{1em} if $i > 1$, $k > 1$ then
10: \hspace{3em} Update reward for agent $i - 1$ (Eq. (5))
11: \hspace{3em} Add $(s_{i-1,k-1}, u_{i-1,k-1}, r_{i-1,k}, s_{i-1,k})$ to replay buffer
12: \hspace{2em} \hspace{1em} end if
13: \hspace{2em} // Update policy parameters
14: \hspace{2em} Sample a random batch of $(s, u, r, s')$ from replay buffer
15: \hspace{2em} Update Q-Network using update rule (Eq. (8))
16: \hspace{1em} \hspace{1em} end while
17: \hspace{1em} end for
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5. Case Study

5.1. Experiment Description

Bus route 20 in Chicago, which connects the western residential region to the city center, including major transit connections (Figure 3), is used for the case study. The line spans 14 km and includes 67 stops in the eastbound direction (ED) and 63 stops in the westbound direction (WD). During the morning peak, the WD service pattern involves deadheading, given the lower demand, and thus most of the stops are served with lower frequency. For this reason, control is only applied to the ED direction. The studied service period is the morning peak between 7 and 9am. The scheduled ED running time during this period is 62 min with 8 min of recovery time. The scheduled headway is 4-6 min. Vehicle capacity is 50 passengers.

![Figure 3: Study route](image)

The criteria used for selecting the control stops are based on findings from previous research efforts (Liu and Wirasinghe, 2001; Turnquist et al., 1980; Hickman, 2001). Studies have concluded that control at the beginning of a high-demand segment can be effective, and stops with a large number of through passengers (staying on-board) should be avoided. Another study found the terminal to be the most effective location for control (Eberlein et al., 2001). Considering those factors, the terminal and three intermediate stops were chosen as control stops, as shown in Figure 3. It should be noted that the stops in the last segment of the route (stops 56 and later), are where business activity and transit connections are located, and have high passenger alighting activity. This is coupled with highly variable run times between the stops, as observed from the empirical data.

5.2. Simulation model inputs

Poisson rates for passenger arrivals are obtained from Automated Fare Collection (AFC) and Automated Passenger Count (APC) data. Historical
travel times from Automated Vehicle Location (AVL) data were used to estimate run times between adjacent stops assumed to follow the log-normal distribution. The demand rates and run time distributions are time-dependent in 30 minute intervals. As an operational constraint, buses are not allowed to overtake each other.

Figure 4 shows the model’s consistency with the actual operation by comparing the observed and simulated trip time distribution for the ED.

![Figure 4: Simulated and observed trip time distribution for the ED. Observed values are obtained from AVL data.](https://ssrn.com/abstract=4135381)

5.3. Scenario design

The study evaluates the performance of two RL-based methods and compares them against a typical control approach (benchmark). The base case is defined as the case with no control (NC). For all methods we use the same set of control stops. The benchmark method refers to a well-established holding method that determines the holding so that forward and backward headways are equal. The two RL-based schemes use the MARL approach. The first
RL method does not apply the techniques for cooperative learning proposed in the previous section. These methods are described in further detail below.

**Even Headway Strategy (EH)**

The even-headway strategy has proved effective in simulation-based studies (Koutsopoulos and Wang, 2007; Cats et al., 2011). The holding time $T_{ik}^{\text{hold}}$ is based on the difference between the trip’s forward and backward headways, if the former is smaller than the latter (else holding time is zero). The limit on holding time is $0.4H_i$. The decision rule is thus:

$$T_{ik}^{\text{hold}} = \max \left( \min \left( \frac{h_{est}}{2} - h_{ik}, 0.4H_i \right), 0 \right)$$

(10)

**Double Deep Q-learning with Low Awareness (DDQN-LA)**

To evaluate the improvement of combined control strategies and cooperative learning techniques, this method implements the holding-only strategy with an independent learning scheme. In this variation, the awareness of the learning agent is limited to its local status. The following changes are made to the POMDP definition in 4.1:

- The state parameters consist of all elements listed in 4.1 except for information on the preceding bus $i-1$.
- The skipping action is not included in the action set $U$. For the holding action, the set of possible strength parameters is $\Omega = \{0.0, 0.1, 0.2, 0.3, 0.4\}$, limiting the holding time to $0.4H_i$.
- We substitute the passenger-based reward in (5), which incorporates global passenger information, with a regularity-based reward used in previous applications (Alesiani and Gkiotsalitis, 2018; Wang and Sun, 2021):

$$r_{ik}^{LA} = -\left( \frac{h_{ik} - H_i}{H_i} \right)^2 - \omega$$

(11)

The first component punishes larger headway deviations, while the second component punishes excessive holding action.

**Double Deep Q-learning with High Awareness (DDQN-HA)**

This scenario implements the cooperative learning solution proposed in Section 4. For the holding action, the set of strength parameters used is the same as for DDQN-LA.
5.4. Evaluation metrics

The evaluation metrics used to compare the performance of the above methods capture and measure the overall impact to riders as well as transit operators:

- **Headway variability**: The coefficient of variation \( CV = \frac{\sigma(h)}{E(h)} \) is used to measure the variability of the headways recorded.

- **Passenger wait time**: The average passenger wait time in the study period, calculated from the detailed simulation output.

- **Reliability buffer time (RBT)**: As described in Uniman et al. (2010), the RBT measures the difference between the 95th percentile and the median travel time for a trip. A lower value implies less time that a passenger needs to budget into their planned trip to arrive at the destination at the desired time. RBT is an important measure of quality of service. We compute the average RBT across all ODs weighted by the number of passenger trips per OD.

- **Passenger load**: The benefits of service regularity can also be measured by the variability in bus loads across trips, which also indicates the likelihood of crowded and empty buses. As such, we use the average and extreme loads (95th and 10th percentile) per stop.

- **Total trip time variability**: The total trip run time distribution is a relevant measure for transit agencies, as it has ramifications on vehicle and crew scheduling. Holding, for instance, increases travel times, but may reduce the total trip time variability. As such we study the effect of the control strategies on the trip time distribution.

6. Results Analysis

The simulation model outputs detailed vehicle trajectories, as well as passenger journey times from their arrival to the origin stop until the destination stop. The output data is used to extract the metrics described in Section 5.4. The distribution of the primary performance measures, RBT and wait time, are used for comparison.
6.1. Parameter tuning

The reward function of DDQN-HA (Eq. (5)) includes the parameter $W_{\text{wait}}$ that weighs the waiting time term relative to the ride time. We fine-tune the value of this weight by comparing its performance in terms of RBT, average wait time, and trip time distribution. The box-and-whisker plots in Figure 5 summarize the results. Based on these results a weight $W_{\text{wait}} = 9$ is selected for the training of the DDQN-HA method in the analysis. The training parameters for the RL-based methods (DDQN-LA and DDQN-HA) are listed in Table 2.

![Box-and-whisker plots](image)

Figure 5: Passenger-centric performance metrics distribution for varying values of $W_{\text{wait}}$

6.2. Performance Evaluation

The trained policy is embedded into the simulation model and called every time a bus is at a control stop. Results from 40 replications are used to compare the three methods against each other and relative to the base case of no control (NC).
Table 2: Training algorithm parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$</td>
<td>Update period</td>
</tr>
<tr>
<td>$L_{\text{network}}$</td>
<td>Hidden layer size</td>
</tr>
<tr>
<td>$L_{\text{batch}}$</td>
<td>Batch size</td>
</tr>
<tr>
<td>$L_{\text{buffer}}$</td>
<td>Buffer size</td>
</tr>
<tr>
<td>$N_{\text{layers}}$</td>
<td>Number of hidden layers</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Continuous-time discount rate</td>
</tr>
<tr>
<td>$\epsilon_0$, $\epsilon_{\text{final}}$</td>
<td>Exploration rate</td>
</tr>
<tr>
<td>$N_{\text{eps}}$, $N_{\text{eps}}$</td>
<td>Number of episodes</td>
</tr>
</tbody>
</table>

Table 3: Distribution of passengers (%) by wait time interval

<table>
<thead>
<tr>
<th>Model</th>
<th>0–2.5 min</th>
<th>2.5–5 min</th>
<th>&gt; 5 min</th>
</tr>
</thead>
<tbody>
<tr>
<td>NC</td>
<td>48.7</td>
<td>31.8</td>
<td>19.8</td>
</tr>
<tr>
<td>EH</td>
<td>52.3</td>
<td>32.6</td>
<td>15.1</td>
</tr>
<tr>
<td>DDQN-LA</td>
<td>51.7</td>
<td>33.3</td>
<td>15.0</td>
</tr>
<tr>
<td>DDQN-HA</td>
<td>52.5</td>
<td>33.6</td>
<td>13.1</td>
</tr>
</tbody>
</table>

Passenger times

Figure 6 shows a box-and-whisker plot for RBT and average wait time. The impact of all control strategies is substantial compared to NC, evidenced by a 12-14% reduction in wait time and a 10-16% improvement in RBT. When comparing mean values for both metrics, EH performs similar or better than DDQN-LA. DDQN-HA outperforms all other methods.

In terms of average wait time, there is a marginal reduction relative to EH when the DDQN-LA method is used (1.5%) and a 3.2% reduction when DDQN-HA is used. The mean RBT value is similar between EH and DDQN-LA, while DDQN-HA results in a 6.5% decrease relative to EH.

Table 3 displays the proportion of passengers who experience wait time in various intervals (0-2.5min, 2.5-5min, and more than 5min). The DDQN-HA approach reduces the number of passengers who experience long delays significantly, not only with respect to the base case of no control, but also the other methods. This is despite the fact that DDQN-HA also includes skipping stops (which increases wait time for some passengers). This is consistent with the findings of Delgado et al. (2012).

Electronic copy available at: https://ssrn.com/abstract=4135381
Headway and load variability

Figure 7 shows the coefficient of variation of headways at the control stops. In all cases, we note a progressive deterioration of headway regularity along the route, and most noticeably at stop 48. This can be attributed partly to passenger activity and higher travel time uncertainty at the downstream sections of the route. EH is consistently better than DDQN-LA with a greater improvement at stop 48 (12%). DDQN-HA in turn shows comparable performance to EH at the initial stops and better performance at the later stops, with a 8.2% improvement at stop 48.

The effectiveness of the various methods to improve service regularity is measured using two key indicators at critical stops: headway and bus load. Table 4 displays statistics for headways at a key transfer stop to the metro system (stop 61), and for the bus load at the peak point (stop 57). When the DDQN-HA method is used, the standard deviation of headways is reduced

![Figure 6: Passenger-centric performance metrics distribution for various methods](image-url)
Figure 7: Coefficient of variation of headway at control stops

Table 4: Comparison of performance metrics at critical stops: mean, standard deviation (S.D.) and 95th percentile. Transfer stop and peak load point refer to stops 61 and 57, respectively

<table>
<thead>
<tr>
<th>Headway at Transfer Stop</th>
<th>Load At Peak Point</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model</strong></td>
<td><strong>Average</strong></td>
</tr>
<tr>
<td>NC</td>
<td>4.52</td>
</tr>
<tr>
<td>EH</td>
<td>4.50</td>
</tr>
<tr>
<td>DDQN-LA</td>
<td>4.63</td>
</tr>
<tr>
<td>DDQN-HA</td>
<td>4.66</td>
</tr>
</tbody>
</table>

by 32.1% relative to the base case (NC) and 5.1% relative to the second best method (EH). The 95th percentile headway is reduced by 10.7% from NC to DDQN-LA, 9.9% from DDQN-LA to EH and 5.7% from EH to DDQN-HA.

More importantly, the standard deviation of loads is reduced by 18-26%
from the NC case when the various control methods are used. The available capacity is much better utilized under the DDQN-HA strategy (26% load reduction). The 95th percentile load comparison in Figure 8 also supports this observation.

To understand how much of the crowding reduction at the peak load point (stop 57) can be attributed to the skipping control at the previous control stop (stop 48), we examine the headway and load for trips that have a large headway (≥7 minutes) with the bus ahead at the control stop. In these cases, no action is taken by EH and DDQN-LA, as holding can only delay early trips. Table 5 shows the results for all methods. DDQN-HA implements stop-skipping in 28% of the trips following a large headway at the control stop.
Table 5: Measures for trips following a large headway (≥7 min) at stop 48: percent trips skipped, mean headway, and load at peak load point (stop 57) and the previous control stop (stop 48).

<table>
<thead>
<tr>
<th>Model</th>
<th>% Skipped</th>
<th>Average Headway</th>
<th>Average Load</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Stop 48</td>
<td>Stop 57</td>
</tr>
<tr>
<td>NC</td>
<td>-</td>
<td>9.56</td>
<td>10.02</td>
</tr>
<tr>
<td>EH</td>
<td>-</td>
<td>8.90</td>
<td>8.46</td>
</tr>
<tr>
<td>DDQN-LA</td>
<td>28</td>
<td>9.06</td>
<td>9.21</td>
</tr>
<tr>
<td>DDQN-HA</td>
<td>8.94</td>
<td>7.61</td>
<td>17.65</td>
</tr>
</tbody>
</table>

Stop. The resulting reductions in mean headway and load at the peak load point are significant. At stop 57, DDQN-HA reduces the mean headway by 24.1% from NC, 10.0% from EH and 17.4% from DDQN-LA; it also reduces the mean load by 19.6% from NC, 2.5% from EH, 11.2% from DDQN-LA. These results highlight the potential of the combined strategy.

Trip run time distribution

Figure 9 compares the distribution of the total trip time for the various methods. The control strategies show a narrower distribution than NC. In the case of DDQN-HA, the average trip time is not altered compared to NC, and the 95th percentile trip time is reduced by 1.7% (better than the other methods). The results also indicate that DDQN-HA would not increase fleet requirements relative to no control, and may reduce the number of very late arrivals at driver relief points. These results support the findings in Cats et al. (2011).

Control interventions

Table 6 summarises the control interventions at a critical stop before the high-demand segment (stop 48). DDQN-LA yields the most conservative policy in terms of holding times and number of trips held, which in part explains its lower effectiveness. DDQN-HA results in similar mean holding times to EH but with less interventions.

The stop-skipping strategy in DDQN-HA results in denied boardings at the skipped stop. The control policy accounts for the trade-offs between imposed denied boardings and increased regularity benefits. Furthermore, improved regularity might result in lower observed denied boardings that are consequence of overcrowding. Table 7 shows the proportion of passengers
that are denied boarding either from overcrowding or from a skipping action, as well as the additional wait time experienced by the denied passengers. All control methods reduce denied boardings from overcrowding, with DDQN-HA having the best performance. DDQN-HA increases denied boardings due to stop-skipping. Overall denied boardings are similar to the other methods. However, DDQN-HA still results in lower overall wait times.

Figure 9: Comparison of total trip run time distribution for compared scenarios. The dashed line marks the 95th percentile trip time.

Table 6: Control interventions at a critical control stop (stop 48)

<table>
<thead>
<tr>
<th>Model</th>
<th>Average Hold Time (sec)</th>
<th>% Trips Held</th>
<th>% Trips Skipped</th>
</tr>
</thead>
<tbody>
<tr>
<td>EH</td>
<td>61.1</td>
<td>48.3</td>
<td>-</td>
</tr>
<tr>
<td>DDQN-LA</td>
<td>50.3</td>
<td>38.8</td>
<td>-</td>
</tr>
<tr>
<td>DDQN-HA</td>
<td>59.0</td>
<td>42.8</td>
<td>9.7</td>
</tr>
</tbody>
</table>
Table 7: Number of denied boardings because of overcrowding and skipping (per 1,000 boardings)

<table>
<thead>
<tr>
<th>Model</th>
<th>Denied due to Overcrowding</th>
<th>Denied due to Skipping</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>NC</td>
<td>10.2</td>
<td>-</td>
<td>10.2</td>
</tr>
<tr>
<td>EH</td>
<td>4.3</td>
<td>-</td>
<td>4.3</td>
</tr>
<tr>
<td>DDQN-LA</td>
<td>3.9</td>
<td>-</td>
<td>3.9</td>
</tr>
<tr>
<td>DDQN-HA</td>
<td>0.0</td>
<td>4.1</td>
<td>4.1</td>
</tr>
</tbody>
</table>

6.3. Sensitivity analysis

In order to compare the robustness of the methods, we examine their performance under different levels of travel time variability and the degree to which operators actually apply the recommended control.

For the RL-based methods, we test the policy trained on the base conditions, with no re-training (NR), directly on the altered environment, to analyze how well the policy is able to generalize to unexplored states. We also include the performance of the policy with re-training (R) on the altered environment, to evaluate the improvements.

Run time variability

We introduce two scenarios in which the coefficient of variation of bus run times is changed by ±20% compared to the base conditions (historical service data), while the mean value remains the same.

Figure 10 presents the results. As run time variability increases performance deteriorates. However, DDQN-HA (NR) outperforms DDQN-LA (NR) and EH, exhibiting its ability to generalize the policy to unexplored scenarios. The performance difference is largest in the high-variability scenario, where DDQN-HA (NR) reduces the wait time by 6.6% and 6.3% and RBT by 9.4% and 11.9% compared to DDQN-LA (NR) and EH, respectively.

The benefits from re-training the DDQN-HA method are moderate. In the low variability scenario, for example, DDQN-HA (R) improves performance from its untrained version DDQN-HA (NR) by 2.3% and 2.5% in wait time and RBT, respectively.

Operator compliance

One assumption in the environment is that bus operators are fully compliant with the recommended control actions. However, in practice, operators may adjust the action based on their experience (Martínez-Estupiñan et al.,
Figure 10: Impact of run time variability on passenger-centric metrics for the various control methods. For RL-based methods, the performance with (R) and without (NR) re-training is shown.
Figure 11: Impact of driver compliance on passenger-centric metrics for the various control methods. For RL-based methods, the performance with (R) and without (NR) re-training is shown.
Phillips et al. (2015) evaluated the impact on wait time if a subset of buses completely ignore holding instructions, showing significant deterioration in the effectiveness of control. They also report that the impact is less significant if the probability of ignoring the instruction is spread across all buses.

To investigate the impact of lower compliance, it is assumed that drivers may depart earlier than instructed but not later. This is reasonable since drivers may depart earlier out of concern for their on-time performance, their break time at the end of their shift, and the on-board passenger discomfort. It is assumed that the executed holding time is a continuous random variable between a certain fraction (0.8 and 0.6) of the recommended holding time and the recommended time. Lastly, it is assumed that this behavior is homogeneous among all drivers. For the RL methods results without (NR) and with re-training (R) are presented. In the NR case the policy trained under full compliance is used.

Figure 11 displays the results. As expected, lower compliance leads to deteriorated performance. DDQN-HA (NR) exhibits robust performance, superior to EH, DDQN-LA (NR) and even DDQN-LA (R). When the compliance lower bound is 0.6, the performance differences between DDQN-HA and the other methods are more substantial. The differences in performance are even greater with DDQN-HA (R).

7. Conclusion

The paper developed and evaluated a multi-agent, deep reinforcement learning approach for learning cooperative bus holding and stop-skipping control strategies. Due to the asynchronous nature of the bus control problem, environment non-stationarity is an important challenge to address. By increasing the awareness of agents through extended information of neighbor agents in the state and reward, the proposed method reduces non-stationarity and facilitates cooperative learning.

The results from an extensive case study support the method’s ability to learn policies that combine the advantages of holding and stop-skipping to achieve systematic improvements in passenger wait time, RBT, crowding, and trip time variability. The performance of the proposed method (DDQN-HA) was compared with the even headway strategy and an RL-based method without the techniques employed for cooperative learning. The proposed method outperforms the other methods across all metrics. The 95th
percentile of the trip times is also reduced, a finding that has positive implications for fleet management and crew scheduling. The sensitivity analysis showed that DDQN-HA is robust to changes in running time variability and driver compliance.

Future research could extend skipping to include multiple consecutive stops (expressing). Future work can also focus on more detailed modeling of bus operator responses to control instructions. More complicated state definitions with regard to surrounding agents and methods to deal with the added complexity is another interesting future research direction.
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