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Abstract

Autonomous vehicles (AVs) represent potentially disruptive and innovative changes to public transportation (PT) systems. However, the exact interplay between AV and PT is understudied in existing research. This paper proposes a systematic approach to the design, simulation, and evaluation of integrated autonomous vehicle and public transportation (AV+PT) systems. Two features distinguish this research from the state of the art in the literature: the first is the transit-oriented AV operation with the purpose of supporting existing PT modes; the second is the explicit modeling of the interaction between demand and supply.

We highlight the transit-orientation by identifying the synergistic opportunities between AV and PT, which makes AVs more acceptable to all the stakeholders and respects the social-purpose considerations such as maintaining service availability and ensuring equity. Specifically, AV is designed to serve first-mile connections to rail stations and provide efficient shared mobility in low-density suburban areas. The interaction between demand and supply is modeled using a set of system dynamics equations and solved as a fixed-point problem through an iterative simulation procedure. We develop an agent-based simulation platform of service and a discrete choice model of demand as two subproblems. Using a feedback loop between supply and demand, we capture the interaction between the decisions of the service operator and those of the travelers and model the choices of both parties. Considering uncertainties in demand prediction and stochasticity in simulation, we also evaluate the robustness of our fixed-point solution and demonstrate the convergence of the proposed method empirically.

We test our approach in a major European city, simulating scenarios with various fleet sizes, vehicle capacities, fare schemes, and hailing strategies such as in-advance requests. Scenarios are evaluated from the perspectives of passengers, AV operators, PT operators, and urban mobility system. Results show the trade off between the level of service and the operational cost, providing insight for fleet sizing to reach the optimal balance. Our simulated experiments show that encouraging ride-sharing, allowing in-advance requests, and combining fare with transit help enable service integration and encourage sustainable travel. Both the transit-oriented AV operation and the demand-supply interaction are essential components for defining and assessing the roles of the AV technology in our future transportation systems, especially those with ample and robust transit networks.
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1. Introduction

The autonomous vehicle (AV) is poised to be one of the most disruptive technologies in the transportation industry. The forthcoming adoption and commercialization of AVs are expected to have extensive impacts on our road networks, congestion, safety, land use, and more. The urban public transportation (PT) system is not an exception.

In the past few years, the online-enabled mobility-on-demand services have attracted considerable mode share in hundreds of cities around the world, substituting private cars, taxis, and even buses and trains (Rayle et al., 2016; Hall et al., 2017). The convenience of hailing from a smartphone, ease of transactions, and economic efficiency of crowd-sourcing the rides have made these services very attractive to consumers. It is anticipated that the AV technology may further improve the economics of such services by reducing the operational costs, and therefore adversely impact the ridership, revenue and general viability of public transportation systems (Smith, 2012; Anderson et al., 2014; Gruel and Stanford, 2016). Such impact can be considered a threat to not only PT itself, but also the social values that bus and rail protect in our societies, such as equity, accessibility, and environmental sustainability.

To identify and create synergistic opportunities between AV and PT, and to plan, regulate and leverage the AV technologies towards supporting the PT systems is essential for cultivating an affordable, equitable, sustainable and efficient urban mobility system in the future. However, the extent and nature of AV’s impacts on PT are still uncertain, and the interplay between AV and PT is also understudied. Existing research on autonomous mobility-on-demand (AMoD) systems (Fagnant and Kockelman, 2014, 2015; Marcuk et al., 2015; Martinez et al., 2015; Kloostra and Roorda, 2017; Zhu and Kornhauser, 2017) have provided little insight into the future of PT systems. Studies on integrated AV+PT solutions have just begun very recently (Liang et al., 2016; Vakayil et al., 2017; Shen et al., 2018).

This paper proposes a systematic approach to the design, simulation, and evaluation of integrated autonomous vehicle and public transportation (AV+PT) systems. It also illustrates and evaluates concrete scenarios of the integrated AV+PT service designs in a case study based on an agent-based simulation platform. Two features distinguish this research from the state of the art in the literature: the first is the transit-oriented AV operation with the purpose of supporting existing PT modes; the second is the explicit modeling of the interaction between demand and supply.

We highlight the transit-orientation by identifying the synergistic opportunities between AV and PT, which makes AVs more acceptable by all the stakeholders and respects the social-purpose considerations such as maintaining service availability and ensuring equity. Specifically, in this research AV serves first-mile connections to rail stations and provides efficient and affordable shared mobility (door-to-door) in low-density suburban areas that are typically inefficient to serve by conventional fixed-route PT services.

The interaction between demand and supply is modeled using a set of system dynamics equations and solved as a fixed-point problem through an iterative procedure. We develop an agent-based simulation platform of service and a discrete choice model of demand as two subproblems. Using the level of service as a feedback measure between supply and demand, the system enables interaction between the decisions of the service operator and those of the travelers to model the choices of both parties. The simulation platform is capable of incorporating critical operational decisions including fleet sizes, vehicle capacities and sharing policies, fare schemes, and hailing strategies such as in-advance and on-demand requests. It also includes a

---

1In this paper, the scope of PT includes principally bus and rail. We do not consider taxis a part of public transportation for the reasons that they do not represent the spirit of equity and sustainability.
heuristic method to optimize the request-vehicle assignment and an optimal rebalancing policy. For demand estimation, a nested logit model is utilized to estimate the mode shares based on modal attributes, with the AV mode attributes simulated in the agent-based simulation model.

The design decisions for AV+PT reflect the interest of multiple stakeholders in the system. We test our approach in a major European city, simulating scenarios with various fleet sizes, vehicle capacities, fare schemes, and hailing strategies such as in-advance requests; and evaluating them from the perspectives of passengers, AV operators, PT operators, and urban mobility system as a whole.

The remainder of the paper is organized as follows. Section 2 presents a literature review and identifies the research gaps. Section 3 presents the AV+PT service design in three aspects: operating mode, fleet management, and fare policy, and outlines the key stakeholders, their interests and the associated performance indicators for each. Section 4 presents the methodology for formulating the supply-demand interaction as well as the demand prediction and agent-based simulation tools. Section 5 discusses the results and section 7 concludes the paper.

2. Literature Review

Spieser et al. (2014) are among the first to conceptualize the shared AMoD system as an enabling technology for future urban mobility. Based on the analytical models, they prove that, ideally, shared AMoD would reduce the total number of vehicles in the system to one third. Agent-based simulation has recently become popular in AMoD research for its advantages in capturing individual behaviors, enabling dynamic operations and accounting for stochasticity. The successive works by Fagnant and Kockelman (2014, 2015) are representative for agent-based simulation applications, in which issues such as dynamic ride-sharing, fleet sizing, and operational costs have been discussed from the perspective of operators. Similar simulation framework could also be found in the applications in Singapore (Marczuk et al., 2015), Lisbon (Martínez and Viegas, 2017; Martínez et al., 2017; Vasconcelos et al., 2017), Toronto (Kloostra and Roorda, 2017) and New Jersey (Zhu and Kornhauser, 2017). The scale and scope of research are being expanded gradually to include emissions, congestion and parking implications.

The dispatching efficiency of real-time shared AMoD systems is critical to the operation. Jung et al. (2016) propose a hybrid simulated annealing algorithm to dynamically assign requests to vehicles. Levin (2017) studies the same problem while considering congestion, in which traffic flow is modeled through the Link Transmission Model. However, ride-sharing is not allowed in this study. Levin et al. (2017) and Rossi et al. (2017) also develop agent-based simulation models for AMoD services with embedded traffic congestion modules. Ma et al. (2017) formulate a linear programming model to efficiently solve the optimal AV assignment problem and fleet size determination for AV rental services, but they do not consider shared rides. Liang et al. (2018) present an integer programming model for vehicle assignment with a rolling horizon scheme, which is able to handle both in-advance requests and on-demand ones. The model is then tested using a case study in Delft. Alonso-Mora et al. (2017) devise a more general mathematical model for optimal assignment and argue that ideally taxi fleet size in New York City could be reduced by 75% when a shared AV fleet with a capacity of four riders serves the travel demand.

Zhang and Pavone (2016) also focus on New York City taxis. Many of their efforts have been made to solve an optimal rebalancing problem. Jorge et al. (2014) formulate an online rebalancing policy with the objective of maximizing profit and prove it effective using Lisbon travel data. Marczuk et al. (2016) then test the optimal rebalancing problem in Singapore. The results show that 23% fewer vehicles are required to guarantee the same level of service when online rebalancing is in use. Deng and Cardin (2018) integrate
rebalancing strategies into the planning of a station-based MoD system. Numerical results demonstrate that rebalancing is imperative to reduce the parking spots required for the system. However, it is also worth noting that rebalancing could induce more vehicle distance by design. Vasconcelos et al. (2017) report that, although the added travel distance does not necessarily impair the profitability, it does have negative environmental impact with regard to CO₂ and NOₓ and emissions.

The studies above demonstrate the potential productivity of shared AMoD systems. Meanwhile, some other researchers take a different perspective by investigating travel behavior from the demand side. Papagioutopoulos and Dimitrakopoulos (2018) develop a technology acceptance modelling process for the AV technology based on a stated preference survey. Their results show that perceived usefulness, ease to use, trust and social influence are significant predictors for AV acceptance, but perceived usefulness has the strongest impact. Krueger et al. (2016) develop a stated choice model and estimated users willingness to pay for shared autonomous vehicles and realized that service attributes including travel cost, travel time and waiting time may be critical determinants of the demand. Levin and Boyles (2015) adopt the four-step model to include non-shared AV as a competing mode. A nested logit model is used to predict the mode shares. The results indicate that AV trips will sharply increase while transit ridership declines and road congestion increases. Childress et al. (2015) use activity-based travel demand simulation and reach the same conclusion. Chen and Kockelman (2016) and Qiu et al. (2017) argue that, if shared AV is used instead and pricing strategies are designed deliberately, AMoD could capture significant market share to be profitable without inducing extra traffic.

As shared AMoD grows, it will take some of the market share of public transportation, unless planned on a mutually complementary basis. The idea of integrated AV+PT systems is first illustrated by Lenz and Fraedrich (2016) as “broadening service options of public transport” by providing multimodal service in less dense areas. Liang et al. (2016) use integer programming models to study AV as a last-mile connection to train trips. Vakayil et al. (2017) then develop an AV+PT hybrid system and emphasize its potential for reducing total vehicle miles traveled and the corresponding negative externalities such as congestion and emissions. Chen et al. (2018) use agent-based simulation to explore the idea of supporting bus operation and planning with AV service as a complement. In their paper, high-demand bus routes are preserved while low-demand ones are re-purposed and shared AV comes in as an alternative. Results indicate that the integrated system would benefit both AV and PT operators. Yan et al. (2018) develop a joint stated and revealed preference choice model and studied the acceptance of integrated ride-sharing service (such as Uber and Lyft) with public transit system. They included ride-sharing for first and last miles to transit and also for replacement of low-demand routes. They realized that ride-sharing service integration leads to best results for first and last mile to transit. Yap et al. (2016) are the first to survey the preference of travelers regarding the integrated AV+PT system. Based on the mode choice model, they successfully estimate the sensitivity of travelers towards different services.

However, none of the existing papers incorporate the demand estimation into the AV+PT simulation, nor do they model the interaction between demand and supply as traveler behavior changes in reaction to the level of service change. Also, existing works apply generic AV system design and ignore the uniqueness of transit system and its social-purpose considerations, such as maintaining service availability and ensuring equity, accessibility and affordability.

When AV and PT are integrated, the AV service design can embrace a broad set of societal objectives such as focusing on system-level performance, enhancing environmental sustainability, improving livability, and caring for the connectivity of all citizens (Freemark and Zhao, 2017). A variety of organizational structures can be imagined with respect to the ownership of the transit and AV operators, the interaction between the operators, and the degree of regulation and intervention from the public authority (Shen et al., 2018).

This paper focuses on the operation design, but we make the following assumptions on the institutional settings: The AV+PT service is either directly operated by the public authority or contracted with and regulated by the public authority, including the service areas, the level of service, and the fare and ticketing. Overall the AV+PT service provider acts in the interest of the overall mobility system. Refer to (Shen et al., 2018) for a detailed discussion of the institutional settings and organizational relationships among the AV technology provider, AV operator, PT systems, and travelers in an integrated AV+PT system.

The section below summarizes the AV+PT service design in three parts: operating mode, fleet management, and fare policy.

The operating mode includes two decisions: sharing policy and hailing policy. The sharing policy involves determining whether sharing is optional and how rides are paired. These decisions affect the system efficiency at large, and the level of service as experienced by the users, such as wait time and travel time. To reflect the transit-orientation and since the AV portion is regarded as part of the public transit service, we impose that trips are shared whenever doing so improves the system performance, i.e., passengers by default should expect sharing the vehicles with other passengers just like when they board a bus or a train. The hailing policy includes the choice between on-demand and in-advance requests. On-demand services are desirable for users because it provides flexibility both in time and space. However, the dispatching of vehicles would be more efficient and economical if the requests are known in advance. Therefore, there is a trade-off between service flexibility and operational efficiency that can be captured in service design via hailing policy decisions. In addition to the two operating modes reflected in the proposed framework, other operational decisions can also be incorporated and tested similarly to achieve other social goals. For example, to guarantee that services will be provided to all and especially the disadvantaged, para-transit services can also be incorporated as another operating mode.

The fleet management decisions include fleet size, vehicle capacity and dispatching strategies of the AV service. The choice of vehicle capacity and fleet size can dramatically impact system performance as well as operational cost. Traditional operators tend to use larger vehicles such as buses to minimize driving cost. The AV technology eliminates the cost of driving, therefore enables the use of smaller vehicles for more flexible service when compared to buses. It also raises the question of whether door-to-door service or trunk service (or a mix) would be more beneficial. AV provides another advantage over human drivers because it fully complies with dispatching directions, which is not always the case with human drivers. As a result, it is possible to improve overall efficiency through the implementation of sophisticated real-time dispatching algorithms that optimize the request-vehicle assignment, routing, and re-balancing at the system level.

Fare policy is a powerful tool to achieve various efficiency, equity and financial goals. On one hand, the farebox revenue is important to cover the operational cost of the AV fleet. On the other hand, pricing can be used for demand management to promote sustainable modes of transport or achieve system objectives such as accessibility and mobility equity (Stuntz et al., 2017). In this paper, we use a cost-based fare structure including three components: base fare, per-unit-distance fare, and per-unit-time fare. To leverage pricing and promote sustainable travel behavior, a sharing discount and a transit transfer discount are also considered.
A base price is also implemented with the objective to discourage short trips usually made by active modes like walking and cycling. Recent research has explored the dynamic service pricing as a demand management leverage for mobility on demand and carsharing services, which is found to be very effective in improving certain system performance metrics (Chen and Kockelman 2016; Jorge et al. 2015; Xu et al. 2018). It is beyond the scope of this paper to discuss dynamic pricing, but it is identified as one avenue for future research.

We model and evaluate each of the three parts in the AV+PT service design using the proposed simulation tool with the demand and supply interaction.

### Table 1: Stakeholders, Interests, Metrics and the Indicators Used in This Paper

<table>
<thead>
<tr>
<th>Stakeholder</th>
<th>Interests</th>
<th>Aspects</th>
<th>Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traveler</td>
<td>level of service</td>
<td>availability</td>
<td>service rate</td>
</tr>
<tr>
<td></td>
<td></td>
<td>total travel time</td>
<td>wait time</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>detour factor</td>
</tr>
<tr>
<td></td>
<td>travel cost</td>
<td>fare</td>
<td></td>
</tr>
<tr>
<td>AV Operator</td>
<td>financial viability</td>
<td>cost</td>
<td>vehicle distance traveled</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>distance-based average load</td>
</tr>
<tr>
<td>PT Operator</td>
<td>performance</td>
<td>ridership</td>
<td>PT mode share</td>
</tr>
<tr>
<td></td>
<td>availability</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>punctuality</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>financial viability</td>
<td>cost/revenue</td>
<td>N/A</td>
</tr>
<tr>
<td>Public Authority</td>
<td>public equity</td>
<td>availability</td>
<td>service rate</td>
</tr>
<tr>
<td></td>
<td>sustainability</td>
<td>motorized traffic</td>
<td>vehicle distance traveled</td>
</tr>
<tr>
<td></td>
<td></td>
<td>non-motorized trips</td>
<td>active mode share</td>
</tr>
</tbody>
</table>

* “N/A” implies indicators not applicable in the scope of this simulation. These indicators (and those omitted in this table) are important and will be explored more in-depth in following studies.

** We assume PT operator to be not profit-driven.

The design decisions reflect the interest of multiple stakeholders in the system. Table [1 identifies four key stakeholders: travelers, AV operators, PT operators, public authority; and lists the key evaluation indicators from their perspectives. This list does not intend to enumerate the comprehensive list of interests for all stakeholders.

For travelers, the level-of-service indicators include availability and total travel time. Availability is represented by service rate, the percentage of travelers being served given their time constraints. Total travel time consists of wait time and in-vehicle travel time. The in-vehicle travel time, when shared, is proportional to the detour factor, defined as the ratio of actual in-vehicle travel time when sharing a ride to the shortest travel time when riding alone. As for the AV operator, the supply performance is evaluated by the operational cost. Specifically, the cost of operating one vehicle is a function of the vehicle distance traveled, including both the service and re-balancing distance. Another indicator related to supply performance is the distance-based average load: the average number of travelers on board weighted by the distance traveled. For PT operator, ridership, availability, punctuality, and cost and revenue are important indicators, but we limit our discussion to PT mode share in this paper. From the public authority’s perspective, we can
consider service availability and accessibility as indicators for equity concerns, and motorized traffic and active travel modes as indicators of sustainability. Based on these indicators, the design decisions such as fleet size, vehicle capacity, fare scheme and sharing/hailing policies can be simulated and evaluated.

4. Supply-Demand Interaction

4.1. Formulation and Fixed-Point Solution

In this section, we model the interaction between demand and supply in the AMoD system. As shown in Figure 1, the interaction mechanism consists of two loops representing the choices of travelers and operators respectively. This mechanism is designed for (a) formulating the fixed-point problem for demand equilibrium when level-of-service indicators are unknown beforehand; and (b) supporting the AV+PT system design by providing supply performance analysis.

![Figure 1: The demand-supply interaction mechanism.](image)

Using the level of service as the return value, the iterative loop on the left side enables explicit feedback for travelers. To start, the level-of-service indicators are set to arbitrary initial values (in Section 6 we demonstrate that the simulation results after converging to the fixed point solution are not sensitive to these initial values).

Based on the historical mode choice observations, the simulated level of service and assumptions with regard to fare and preference to AV service, the mode choice model predicts the AV+PT demand volumes for each OD pair. The simulation platform then evaluates the system performance based on the predicted demand matrix, predefined supply settings, as well as other system assumptions including the dispatching strategies. It outputs both the level-of-service indicators and the supply performance indicators. The former is returned to the mode choice model as feedback. The results of the demand prediction are updated accordingly and the iterative loop is completed.
The formulation of the problem is presented as below:

\[
\begin{align*}
  \mathbf{D} &= \text{ModeChoice}(\mathbf{T}, \mathbf{L}, \mathbf{V}_d, \mathbf{S}_d) \\
  \mathbf{L} &= \text{Simulation}(\mathbf{D}, \mathbf{V}_s, \mathbf{S}_s)
\end{align*}
\]  

(1)

\text{ModeChoice} is the demand prediction subproblem and \text{Simulation} is the simulation subproblem. \text{ModeChoice} takes the matrix of total current trips \(\mathbf{T}\), level-of-service indicators \(\mathbf{L}\), demand decision variables \(\mathbf{V}_d\) (e.g. fare) and other demand assumptions \(\mathbf{S}_d\) (e.g. alternative specific constant for AV) as input. The matrix of total current trips \(\mathbf{T}\) that is used as an input in \text{ModeChoice} subproblem is derived from the sample of trips on all modes recorded in the household travel survey and expanded to match the population. The \text{ModeChoice} output \(\mathbf{D}\) is a vector of predicted OD-specific demand for AV+PT service. Symmetrically, \text{Simulation} takes in predicted demand \(\mathbf{D}\), supply decision variables \(\mathbf{V}_s\) (e.g. vehicle capacity, fleet size, hailing policy) and system assumptions \(\mathbf{S}_s\) and gives estimates of level of service \(\mathbf{L}\) and supply performance \(\mathbf{P}\).

The find the solution to the system of equations in (1) we apply an iteractive fixed-point solution approach. The pseudo code to the proposed algorithm is shown in Algorithm 1. To update the solution from one iteration to the next, we use the method of successive averages (MSA) \cite{Sheffi and Powell 1982} as shown in line 9 of the algorithm. The procedure keeps updating \(\mathbf{D}\), \(\mathbf{L}\) and \(\mathbf{P}\) iteratively until \(\mathbf{D}\) converges to a fixed-point solution and the demand-supply reaches balance and \text{SolveFixedPoint} returns the estimated performance indicators at convergence, for travelers and operators.

Algorithm 1 Fixed-point Solution

1: procedure SolveFixedPoint(\(\mathbf{T}, \mathbf{V}_d, \mathbf{S}_d, \mathbf{V}_s, \mathbf{S}_s\))
2: let level-of-service indicators be initial values \(\mathbf{L}^{(0)}\)
3: \(\mathbf{D}^{(0)} = \text{ModeChoice}(\mathbf{T}, \mathbf{L}^{(0)}, \mathbf{V}_d, \mathbf{S}_d)\)
4: let step counter \(i = 0\)
5: do
6: \(i = i + 1\)
7: \(\mathbf{L}^{(i)}, \mathbf{P}^{(i)} = \text{Simulation}(\mathbf{D}^{(i-1)}, \mathbf{V}_s, \mathbf{S}_s)\)
8: \(\mathbf{D}^{(i)} = \text{ModeChoice}(\mathbf{T}, \mathbf{L}^{(i)}, \mathbf{V}_d, \mathbf{S}_d)\)
9: \(\mathbf{D}^{(i)} = \frac{1}{2} \mathbf{D}^{(i)} + \frac{1}{2} \mathbf{D}^{(i-1)}\)
10: while \(\|\mathbf{D}^{(i)} - \mathbf{D}^{(i-1)}\| > \delta\)
11: return \(\mathbf{D}^{(i)}, \mathbf{L}^{(i)}, \mathbf{P}^{(i)}\)

On the right side of Figure 1 the system design decisions are represented by a dashed line as we do not model the loop explicitly. According to the discussion in Section 3 designing an AV+PT service involves multiple stakeholders and the system design decisions should be made to reflect the interest of each party. In practice, the comprehensive performance metrics should be defined and examined on a case-by-case basis. Due to limited space, this paper only evaluates the most important system design decisions from the perspective of key stakeholders summarized in Table 1.

Subsection 4.2 provides the details on the simulation subproblems. Subsections 4.3 and 4.4 introduce the case study and describe the mode choice model. We collect all the parameters and variables used in the paper in Table 2 and classify them as “input”, “output”, “decision”, “assumption” and “intermediate”. The system design “decision” variables and the values of the “assumption” variables will be discussed in Section 5.
Table 2: Parameters and Variables

<table>
<thead>
<tr>
<th>Vector</th>
<th>Parameter/Variable</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>level of service (L)</td>
<td>AV service rate (SR&lt;sub&gt;av&lt;/sub&gt;)</td>
<td>output</td>
</tr>
<tr>
<td></td>
<td>AV wait time (WT&lt;sub&gt;av&lt;/sub&gt;)</td>
<td>output</td>
</tr>
<tr>
<td></td>
<td>AV detour factor (DF&lt;sub&gt;av&lt;/sub&gt;)</td>
<td>output</td>
</tr>
<tr>
<td>supply performance (P)</td>
<td>AV vehicle distance traveled (VMT&lt;sub&gt;av&lt;/sub&gt;)</td>
<td>output</td>
</tr>
<tr>
<td></td>
<td>AV distance-based load (L&lt;sub&gt;av&lt;/sub&gt;)</td>
<td>output</td>
</tr>
<tr>
<td>supply decision variables (V&lt;sub&gt;s&lt;/sub&gt;)</td>
<td>AV vehicle capacity (K&lt;sub&gt;av&lt;/sub&gt;)</td>
<td>decision</td>
</tr>
<tr>
<td></td>
<td>AV fleet size (V&lt;sub&gt;av&lt;/sub&gt;)</td>
<td>decision</td>
</tr>
<tr>
<td>supply assumptions (S&lt;sub&gt;s&lt;/sub&gt;)</td>
<td>AV maximum wait time (MWT&lt;sub&gt;av&lt;/sub&gt;)</td>
<td>assumption</td>
</tr>
<tr>
<td></td>
<td>AV maximum detour factor (MDF&lt;sub&gt;av&lt;/sub&gt;)</td>
<td>assumption</td>
</tr>
<tr>
<td></td>
<td>period of simulation (T)</td>
<td>assumption</td>
</tr>
<tr>
<td></td>
<td>period of study (T&lt;sub&gt;s&lt;/sub&gt;)</td>
<td>assumption</td>
</tr>
<tr>
<td></td>
<td>period of warm-up (T&lt;sub&gt;w&lt;/sub&gt;)</td>
<td>assumption</td>
</tr>
<tr>
<td></td>
<td>period of cool-down (T&lt;sub&gt;c&lt;/sub&gt;)</td>
<td>assumption</td>
</tr>
<tr>
<td></td>
<td>interval of assignment (T&lt;sub&gt;a&lt;/sub&gt;)</td>
<td>assumption</td>
</tr>
<tr>
<td></td>
<td>interval of rebalancing (T&lt;sub&gt;r&lt;/sub&gt;)</td>
<td>assumption</td>
</tr>
<tr>
<td>demand decision variables (V&lt;sub&gt;d&lt;/sub&gt;)</td>
<td>AV base fare (c&lt;sub&gt;base&lt;/sub&gt;)</td>
<td>decision</td>
</tr>
<tr>
<td></td>
<td>AV per-unit-time fare (c&lt;sub&gt;time&lt;/sub&gt;)</td>
<td>decision</td>
</tr>
<tr>
<td></td>
<td>AV per-unit-distance fare (c&lt;sub&gt;dist&lt;/sub&gt;)</td>
<td>decision</td>
</tr>
<tr>
<td></td>
<td>AV leg minimum price (MP&lt;sub&gt;av&lt;/sub&gt;)</td>
<td>decision</td>
</tr>
<tr>
<td></td>
<td>discount for sharing (DC&lt;sub&gt;sharing&lt;/sub&gt;)</td>
<td>decision</td>
</tr>
<tr>
<td></td>
<td>discount for transfer (DC&lt;sub&gt;transfer&lt;/sub&gt;)</td>
<td>decision</td>
</tr>
<tr>
<td>predicted demand matrix (D)</td>
<td>(see Subsection 4.2)</td>
<td>intermediate</td>
</tr>
<tr>
<td>total current trips (T)</td>
<td>(see Subsection 4.3)</td>
<td>input</td>
</tr>
<tr>
<td>demand assumptions (S&lt;sub&gt;d&lt;/sub&gt;)</td>
<td>preference to AV (ASC&lt;sub&gt;av&lt;/sub&gt;)</td>
<td>assumption</td>
</tr>
<tr>
<td></td>
<td>AV penalty wait time (PWT&lt;sub&gt;av&lt;/sub&gt;)</td>
<td>assumption</td>
</tr>
<tr>
<td></td>
<td>(others, see Subsection 4.4)</td>
<td>assumption</td>
</tr>
<tr>
<td>supporting variables</td>
<td>coef for AV travel time (β&lt;sub&gt;T,av&lt;/sub&gt;)</td>
<td>intermediate</td>
</tr>
<tr>
<td></td>
<td>coef for PT travel time (β&lt;sub&gt;T,pt&lt;/sub&gt;)</td>
<td>intermediate</td>
</tr>
<tr>
<td></td>
<td>coef for AV+PT cost (β&lt;sub&gt;C&lt;/sub&gt;)</td>
<td>intermediate</td>
</tr>
<tr>
<td></td>
<td>coef for number of transfers (β&lt;sub&gt;X&lt;/sub&gt;)</td>
<td>intermediate</td>
</tr>
<tr>
<td></td>
<td>cost of AV leg (C&lt;sub&gt;av&lt;/sub&gt;)</td>
<td>intermediate</td>
</tr>
<tr>
<td></td>
<td>AV actual travel time (T&lt;sub&gt;av&lt;/sub&gt;)</td>
<td>intermediate</td>
</tr>
<tr>
<td></td>
<td>AV actual travel distance (D&lt;sub&gt;av&lt;/sub&gt;)</td>
<td>intermediate</td>
</tr>
<tr>
<td></td>
<td>AV shortest travel time (ST&lt;sub&gt;av&lt;/sub&gt;)</td>
<td>intermediate</td>
</tr>
<tr>
<td></td>
<td>AV shortest travel distance (SD&lt;sub&gt;av&lt;/sub&gt;)</td>
<td>intermediate</td>
</tr>
<tr>
<td></td>
<td>cost of PT leg (C&lt;sub&gt;pt&lt;/sub&gt;)</td>
<td>intermediate</td>
</tr>
<tr>
<td></td>
<td>cost of AV+PT service (C&lt;sub&gt;av+pt&lt;/sub&gt;)</td>
<td>intermediate</td>
</tr>
<tr>
<td></td>
<td>AV adjusted wait time (AWWT&lt;sub&gt;av&lt;/sub&gt;)</td>
<td>intermediate</td>
</tr>
<tr>
<td></td>
<td>utility of AV+PT service (U&lt;sub&gt;av+pt&lt;/sub&gt;)</td>
<td>intermediate</td>
</tr>
</tbody>
</table>

* Types “input” and “output” represent inputs and outputs of the model respectively. Type “intermediate” represents the intermediate variables in the model. Type “decision” represents the decision variables. Type “assumption” represents the assumptions made for the model.

** SR<sub>av</sub>, WT<sub>av</sub> and DF<sub>av</sub> require being initialized to start the iteration.
4.2. Simulation Platform

The level-of-service indicators in $L$ that have impact on the mode choice behavior are service rate $SR_{av}$, wait time $WT_{av}$, and detour factor $DF_{av}$. $L$ is largely dependent on system design and operational strategies and should be consequently studied together with the supply side. In order to understand the demand-supply interaction, we cast the subproblem $L = \text{SIMULATION}(D, V_s, S_s)$ into a continuous-time agent-based simulation platform. The platform is able to simulate door-to-door AV+PT service with a fixed-size fleet of dedicated autonomous vehicles (defined by vehicle capacity $K_{av}$ and fleet size $V_{av}$ in $V_s$), requests (reflecting the predicted demand $D$) and the necessary operational models and dispatching algorithms at operator’s disposal (as assumptions in $S_s$). The pseudo code for SIMULATION is shown in Algorithm 2.

There are three modules in the agent-based simulation platform: request generator, vehicle dispatcher and routing server.

The demand generator draws requests from the predicted OD matrix $D$ (Eq. 1). During the period of simulation, the arrival of the requests follows a Poisson process of constant arrival rate, which is proportional to the OD-specific demand volume. Depending on hailing policy, a request can be either on-demand or in-advance and have specific constraints including maximum wait time ($MWT_{av}$) and maximum detour factor ($MDF_{av}$). Earliest possible departure time and latest possible arrival time also apply accordingly.

On-demand requests are then dynamically assigned to vehicles by the central dispatcher based on insertion heuristics (Jung et al., 2016). The objective of the heuristic method is to insert the request to the job list of a vehicle in the system that satisfies the constraints and minimizes the incremental cost in terms of the total estimated travel time for all travelers. This includes the remaining in-vehicle travel times for those on board, as well as the sum of the wait times and the in-vehicle travel times for those pending to be paired. If a request cannot be served within the wait time window due to vehicle availability and request constraints, the request is rejected and the traveler is assumed to “walk away”. The service rate is then defined as the

\begin{algorithm}
\caption{Agent-based Simulation}
\begin{algorithmic}[1]
\Procedure{Simulation}{D, V_s, S_s}
\State initialize the system according to $V_s$ and $S_s$
\State $t = 0$, $t_a = 0$, $t_r = 0$
\While{$t < T$}
\State generate next request with arrival interval $\Delta t$ and push into queue
\State $t = t + \Delta t$
\If{$t > t_a$}
\State pop all pending requests from the queue
\For{each request}
\If{exists vehicle satisfying dispatching constraints}
\State assign the best vehicle to the request
\ElseIf{$t$ still in the wait time window}
\State push the request back to queue
\Else
\State request times out
\EndIf
\State $t_a = t_a + T_a$
\EndFor
\EndIf
\If{$t > t_r$}
\State rebalance the idle vehicles
\State $t_r = t_r + T_r$
\EndIf
\State route the vehicles to $t$
\EndWhile
\State \Return $L$, $P$ based on service performance during $T_s$
\EndProcedure
\end{algorithmic}
\end{algorithm}
percentage of requests being served. The insertion heuristic also applies to in-advance requests. The only distinguishing characteristic is that in-advance requests are known to the dispatcher beforehand and travelers will be notified of their assignment 30 minutes before the earliest departure time.

The dispatcher also rebalances idle vehicles periodically to regain the balance between demand and supply and plan for the upcoming requests in the near future. To do so, we use an optimal rebalancing strategy, which is formulated as a mixed-integer nonlinear programming (MINLP) problem. The optimal rebalancing strategy maximizes the service availability during the following \( T_r \) seconds by taking into account the predicted demand volumes from each origin. For cost efficiency, the solution is also subject to constraints including maximum vehicle rebalancing distance traveled, which is proven to be an effective strategy in Wen et al. (2017). Rebalancing reduces the average wait time for on-demand travelers by more than 15% at the cost of increasing the vehicle distance traveled by less than 20%.

In order to balance the trade-off between optimality and computational efficiency, the request-vehicle assignment is performed every \( T_a \) simulated seconds and rebalancing is performed every \( T_r \) simulated seconds.

After dispatching, the routing server updates the shortest routes in real-time. Each vehicle moves accordingly to pickup/drop-off travelers or to rebalance the supply. The travel times between any origin and destination is accessed from OpenStreetMap.

The simulation runs for \( T \) seconds, of which \( T_s \) seconds makes the period of study. Requesting generated during \( T_s \) are used in the evaluation to calculate level of service \( L \) and supply performance \( P \). \( L \) includes service rate, wait time and detour factor. \( P \) consists of vehicle distance traveled \( VMT_{av} \) and distance-based load \( L_{av} \). The rest of the simulation time before and after \( T_s \) are warm-up \( T_w \) and cool-down \( T_c \) buffers. \( T = T_w + T_s + T_c \).

4.3. Case Study Area

To present the mode choice model, a case study from a major European city is reported in this section. This city has an extensive and developed transportation network in which public transport has a high mode share (45% in 2015). Commuter rail travel has shown strong growth over the past decade, providing good service from the outskirt of the city to the downtown area.

The case study region is a spread-out residential area located about 25 kilometers outside the downtown. It is centered around a commuter rail station with frequent and high-speed train service to downtown. However, bus service in this area is infrequent and not economically efficient as a result of the low residential density. Consequently, local trips are particularly car-dependent. The area is chosen as the case study area because (a) it possesses a significant first-mile demand to the train station, (b) the inefficient bus service requires improvement, and (c) it has an appropriate density for initial AV trials. We choose the case study area (CSA) of 15km \( \times \) 10km and about 159 thousand residents, which is larger than the local administrative boundary in order to cover the catchment area of all important bus routes originating from the rail station.

We use the official annual household travel diary surveys from 2005 to 2014 to realize the current travel demand, including 2709 respondents (1.7% of the population) and 1639 AM trips in the CSA during the morning peak (6:30 am to 9:30 am).

Seven modes are observed in the travel diaries from the CSA and accounted in the mode choice mode: walk, bike, car, taxi, bus, rail and park/kiss+ride (P/K+R). The multimodal trips are classified based on their distance-based main mode, except for rail and P/K+R. Rail is defined as all bus+rail trips that involves a rail leg and P/K+R is listed separately to target first-mile travelers with car access. Table 3 outlines the current mode share. “Trips to Downtown” represents trips that have origins in CSA and destinations in the
Table 3: Current Mode Share in CSA

<table>
<thead>
<tr>
<th>Mode</th>
<th>All Trips</th>
<th>Trips to Downtown</th>
<th>Intrazonal Trips</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walk</td>
<td>20%</td>
<td>0%</td>
<td>32%</td>
</tr>
<tr>
<td>Bike</td>
<td>1%</td>
<td>0%</td>
<td>1%</td>
</tr>
<tr>
<td>Car</td>
<td>58%</td>
<td>10%</td>
<td>57%</td>
</tr>
<tr>
<td>Taxi</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Bus</td>
<td>8%</td>
<td>0%</td>
<td>10%</td>
</tr>
<tr>
<td>Rail</td>
<td>11%</td>
<td>74%</td>
<td>0%</td>
</tr>
<tr>
<td>P/K+R</td>
<td>2%</td>
<td>16%</td>
<td>0%</td>
</tr>
</tbody>
</table>

city downtown area (account for 11% of all trips). “Intrazonal Trip” represents trips that have both origins and destination in the CSA (account for 54% of all trips). Note that “All Trips” consists of trips other than “Intrazonal Trips” and “Trips to Downtown”.

It is worth noticing in Table 3 that the CSA is relatively car-dependent with 58% of all trips and 57% of intrazonal trips using car. Trips to downtown are dominated by the rail service because of the fast rail connection to CBD. 74% of trips have rail as the main mode, and 16% rely on car as the first-mile access to rail. The mode share of bus is very small due to the inefficient service. Walk is popular for short intrazonal trips. Bike and taxi trips are very rare for all trips.

We denote the total trip dataset by \( T \) as an input to the mode choice subproblem \( \text{MODECHOICE} \).

4.4. Mode Choice Model

To estimate the demand for the AV+PT service, we use a classic discrete choice model and predict the mode shares from a (constant) total travel volume. We assume no induced or latent demand in this research, and assume that individual travelers choose their travel modes based on the attributes of the existing modes and the simulated AV mode.

The mode choice subproblem \( \mathbf{D} = \text{MODECHOICE}(\mathbf{T}, \mathbf{L}, \mathbf{V}_d, \mathbf{S}_d) \) is built using a nested logit model. \( \text{MODECHOICE} \) is driven by the total travel demand data \( \mathbf{T} \) and responsive to the level of service \( \mathbf{L} \) of AV+PT. The subproblem is for the purpose of understanding the sensitivity of demand to modal attributes in CSA and allowing the demand estimation to be responsive to supply factors.

After testing various specifications with different variables both with and without nesting structures, we chose to apply a nested logit (NL) structure for \( \text{MODECHOICE} \) shown in Figure 2. This structure was selected based on the model’s performance when considering goodness of fit, likelihood ratio test, and significance of coefficients and nest parameters.

We first estimate the NL model for the status quo mode split, and then apply the NL model to calculate the probability of shifting from the existing modes to the newly constructed AV+PT mode. The status quo mode choice model is reported in Appendix A. In this section, we present the assumptions, decisions variables, and level-of-service variables of the new AV+PT mode.

As for the assumptions \( \mathbf{S}_d \), when AV+PT mode becomes available in CSA, it would serve both first-mile trips to the rail station and intrazonal trips that replace car and bus. As such, one typical AV+PT trip may have both AV and PT legs and we consider the synthetic AV+PT mode in the transit nest of the status quo nested logit model. The coefficient for AV travel time \( (\beta_{T,av}) \) is assumed to be the same as bus and the coefficient for PT travel time \( (\beta_{T,pt}) \) is assumed to be the same as rail. The coefficients for cost \( (\beta_C) \) and number of transfers \( (\beta_X) \) also apply to AV+PT.
The alternative Specific Constant (ASC) represents the intrinsic preference for the proposed AV+PT service after all independent variables such as travel time and travel cost are controlled. Due to the lack of existing services and the uncertainty in system design, the knowledge of the intrinsic preference for the AV+PT service is limited. Since the AV+PT mode inherently takes characteristics of both car and transit modes, we test a range of ASC in the simulation in this paper: -3.58 (lower bound benchmarked by P/K+R), -2.35 (upper bound benchmarked by car) and -3.00 (the midpoint case, average of bus and rail) and will discuss its impact in Section 5.3.

One decision variable $V_d$ in the AV+PT utility function is fare. We adopt a three-part fare structure: base fare, per-unit-distance, and per-unit-time:

$$C_{av} = c_{base} + c_{time}T_{av} + c_{dist}D_{av}$$

$C_{av}$ is the cost of the AV leg. $T_{av}$ and $D_{av}$ are travel time and distance. $c_{base}$, $c_{time}$ and $c_{dist}$ are per-trip-base, per-unit-distance, and per-unit-time parameters respectively. In our simulation we benchmark the proposed AV+PT product with current market prices for similar services as follows: Zipcar currently rents cars to Uber drivers at the fare of $3.658/hour or $0.061/min and $0.289/km (Zipcar, 2017). These values can be used as proxies for the capital cost and the operating (fuel, insurance, depreciation, etc.) cost of the AV’s. However, if the AV service is operated by a third party contractor, the operational cost of the vehicle dispatch platform has to be taken into account too. For this purpose we use the Uber revenue model. Uber has a fare of $3.325/trip, $0.199/min and $1.033/km while taking 25% revenue (Cheer, 2016; The Telegraph, 2015). This makes Uber’s revenue portion $0.831/trip, $0.050/min and $0.258/km. Using the sum of these two prices (Zipcar fare and 25% of Uber fare), we can estimate the cost of providing the AV service based on travel time and distance. In this case, we have:

$$c_{base} = 0.83, c_{time} = 0.11/min, c_{dist} = 0.55/km.$$
In this case \( T_{av} \) and \( D_{av} \) are replaced by \( ST_{av} \) and \( SD_{av} \), the shortest-path travel time and distance:

\[
C_{av} = (c_{base} + c_{time}ST_{av} + c_{dist}SD_{av})(1 - DC_{share})
\]  
(4)

A minimum trip price \( MP_{av} \) is also added to discourage very short trips. As well, discount \( DC_{transfer} \) is given if transfers are involved. We assume no surge pricing. The total fare for an AV+PT trip is therefore:

\[
C_{av+pt} = \max \left( C_{av}, MP_{av} \right) + \max \left( (C_{pt} - DC_{transfer}), 0 \right)
\]  
(5)

\( C_{av+pt} \) is the total travel cost of the trip. \( C_{pt} \) is the cost of the PT leg.

For the level of service of the AV leg, the indicator vector \( L \) is determined using the agent-based simulation platform discussed in subsection 4.2. Based on the indicators from Simulation, average wait time and detour factor are used to update the travel time of an AV leg. Since the service rate can not always be 100\%, we introduce a penalty wait time for those who walk away and propose the adjusted wait time:

\[
AWT_{av} = WT_{av} \times SR_{av} + PWT_{av} \times (1 - SR_{av})
\]  
(6)

and

\[
T_{av} = AWT_{av} + ST_{av} \times DF_{av}
\]  
(7)

\( AWT_{av} \) denotes the adjusted wait time, calculated as a weighted average based on the average wait time \( WT \) for those served, the service rate \( SR_{av} \), and the penalty wait time \( PWT_{av} \) for those rejected. \( DF_{av} \) is the detour factor.

The AV+PT utility of any specific OD pair is:

\[
U_{av+pt} = ASC_{av+pt} + \beta_{T,av}T_{av} + \beta_{T,pt}T_{pt} + \beta_{C}C_{av+pt} + \beta_{X}X_{av+pt} + \epsilon
\]  
(8)

\( T_{pt} \) is the travel time for PT leg. \( C_{av+pt} \) and \( X_{av+pt} \) are cost and number of transfers respectively. Based on \( U_{av+pt} \) for each of the OD pairs, the mode choice model is used to predict the demand for the AV+PT mode and the current modes, denoted as \( D \).

To start the interaction and solve the fixed-point problem, we initiate service rate, wait time and detour factor in \( L \) with initial values. MODECHOICE takes \( L \) as input and outputs \( D \). SIMULATION then takes \( D \) to calculate \( L \) and \( P \). The demand-supply interaction continues iteratively until reaching the equilibrium, i.e., the MSA condition is satisfied.

5. Results and Analysis

5.1. System Setting and Simulation Scenarios

Table 4 lists the values set for the assumption variables in the simulation, which remain constant throughout the paper.

For any scenario, the system setting variables for the simulation include the fleet size, vehicle capacity, hailing policy, fare policy and the ASC for the AV+PT service. The possible combinations of all levels of these variable are vast. It is beyond the scope of this paper to systematically explore all possible scenarios. For illustration purposes, we select only a subset of scenarios shown in Table 5 for our simulation experiments.
Table 4: Values for Assumption Variables

<table>
<thead>
<tr>
<th>Assumption Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV maximum wait time ($MWT_{av}$)</td>
<td>10 minutes</td>
</tr>
<tr>
<td>AV penalty wait time ($PWT_{av}$)</td>
<td>20 minutes</td>
</tr>
<tr>
<td>AV maximum detour factor ($MDF_{av}$)</td>
<td>1.5</td>
</tr>
<tr>
<td>period of simulation ($T$)</td>
<td>7200 seconds</td>
</tr>
<tr>
<td>period of study ($T_s$)</td>
<td>3600 seconds</td>
</tr>
<tr>
<td>period of warm-up ($T_w$)</td>
<td>1800 seconds</td>
</tr>
<tr>
<td>period of cool-down ($T_c$)</td>
<td>1800 seconds</td>
</tr>
<tr>
<td>interval of assignment ($T_a$)</td>
<td>30 seconds</td>
</tr>
<tr>
<td>interval of rebalancing ($T_r$)</td>
<td>150 seconds</td>
</tr>
</tbody>
</table>

Service rate, wait time and detour factor are initiated to be 100%, 300 seconds and 1.00 for the demand-supply interaction. We define that the equilibrium is reached when the relative change of $D$ is less than 0.5% of the total volume. The sharing discount is set as 25%. The minimum price of each ride is $1.73, same as the bus base fare in the demand model. The transfer discount is set as $1.33 for the rail leg.

5.2. Impact of Service Design

5.2.1. Fleet Sizing

Starting with the initial values of service rate, wait time and detour factor, the demand-supply interaction usually reaches equilibrium in less than ten iterations. The computational times for each iteration directly depends on the size of network, demand levels and fleet size. On average, one hour of service simulation takes about one hour of computation using a regular desktop computer.

Figure 3a shows that demand volume converges around the 8th iteration. A larger fleet leads to higher service rates and shorter wait times shown in Figure 3b, and consequently higher demand. In contrast, the fleet size has little impact on detour factor, which stabilizes at a low level of 1.15, shown in Figure 3d. Average travel time is also steady (around 520s) regardless of the changing fleet size.

From the operator’s point of view, having more vehicles will inevitably increase the operational costs and decrease the fleet efficiency. As Figure 3c shows, the total vehicle distance traveled outgrows the total demand volume, indicating higher variable cost of serving one trip as fleet becomes larger. This outgrowth of vehicle distance traveled results from the use of online rebalancing: the off-service AVs do not just idle; they are anticipatorily rebalanced to ideal locations in order to provide better service for future travelers. In fact, the average vehicle rebalancing distance (the upper bar in Figure 3c) increases from less than 1km/hour to more than 6km/hour, the percentage increasing from 3% to 20%. In addition, the larger fleet size also results in the decline of the average load from 1.30 to 1.16 (the line with round marker in Figure 3d).

The nature of the fleet sizing problem is therefore the trade-off between the benefits to the travelers and the cost to the operators. The wait time and service rate start to flatten after the fleet size reaches around 230, which we choose as a good point of balance. At this fleet size, we have about 1950 trips per hour and the re-balancing distance accounts for less than 10% of the total distance traveled. Again the choice of 230 is arbitrary and based on an intuitive trade-off. Future research can examine the optimization of the fleet size based on a formal cost benefit analysis.
<table>
<thead>
<tr>
<th>Simulation</th>
<th>Parameters/Variable</th>
<th></th>
<th></th>
<th></th>
<th>ASC\textsubscript{AV+PT}</th>
<th>Scenarios for Target of Interest</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fleet Size</td>
<td>Vehicle Capacity</td>
<td>Fare Policy</td>
<td>Hailing Policy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fleet Sizing (5.2.1)</td>
<td>target</td>
<td>4</td>
<td>as in 5.1</td>
<td>as in 5.2.4</td>
<td>-3.00</td>
<td>200, 220, 240, 260, 280</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vehicle Capacity (5.2.2)</td>
<td>dependent</td>
<td>target</td>
<td>as in 5.1</td>
<td>as in 5.2.4</td>
<td>-3.00</td>
<td>capacity\textsubscript{=1}: fleet\textsubscript{=}520, 560, 600, 640, 680</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>capacity\textsubscript{=2}: fleet\textsubscript{=}280, 300, 320, 340, 360</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>capacity\textsubscript{=3}: fleet\textsubscript{=}220, 240, 260, 280, 300</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>capacity\textsubscript{=4}: fleet\textsubscript{=}200, 220, 240, 260, 280</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fare Policy (5.2.3)</td>
<td>220</td>
<td>4</td>
<td>target</td>
<td>as in 5.2.4</td>
<td>-3.00</td>
<td>original fare as in 5.1 vs. no minimum price/no transfer discount</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hailing Policy (5.2.4)</td>
<td>220</td>
<td>4</td>
<td>as in 5.1</td>
<td>target</td>
<td>-3.00</td>
<td>on-demand requests vs. in-advance requests</td>
</tr>
<tr>
<td>Preference to AV (5.3)</td>
<td>dependent</td>
<td>4</td>
<td>as in 5.1</td>
<td>as in 5.2.4</td>
<td>target</td>
<td>ASC\textsubscript{=}-3.58: fleet\textsubscript{=}100, 120, 140, 160, 180</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ASC\textsubscript{=}-3.00: fleet\textsubscript{=}200, 220, 240, 260, 280</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ASC\textsubscript{=}-2.35: fleet\textsubscript{=}350, 400, 450, 500, 550</td>
</tr>
</tbody>
</table>

* A parameter/variable being “target” indicates it’s isolated and tested with a range of scenarios.

** A parameter/variable being “dependent” indicates the choice of its value is dependent on that of the target.
(a) Demand volume converges to different levels when fleet size varies.
(b) A larger fleet leads to higher service rates and shorter wait times.

(c) Providing more vehicles results higher total vehicle service distance traveled.
(d) Load decreases when fleet size increases; detour factor remains steady.

Figure 3: Impact of fleet sizes on travelers and the operator (case ASC = -3.00).

5.2.2. Vehicle Capacity and Sharing

We only consider AVs with the maximum capacity of four travelers. Allowing trips to be shared affects travel experience: each traveler has longer travel time, higher uncertainty in travel time, and less space and less privacy in the vehicle. However, sharing has the advantage of bringing down the trip cost, and from the system-level perspective, it also helps reduce the number of vehicles on the road. To illustrate the power of sharing, we examine the scenarios where the AV operator limits the capacity to 1 (non-sharing), sharing of 2 or 3 or 4.

Our demand model takes into consideration the price discount, waiting time change, and travel time change due to the detour; but not the uncertainty in travel time or the privacy and social interaction
preference. The solid curve in Figure 4a shows that to guarantee the 99% service rate, the operator need around 560 vehicles if sharing is not available. If vehicles can be shared by at most 2, 3 and 4 travelers, the required fleet sizes are 310, 260 and 230 respectively. Sharing has a significant impact on the system performance: the number of vehicles on road can be reduced by more than half when a maximum of 4 passengers can be shared.

Consider the hypothetical extreme scenario (shared trips have the same origin, destination and departure time), where we only need 1/2, 1/3, and 1/4 of the fleet size respectively when two, three, four passengers can be shared (dotted curve in Figure 4a). The gaps between the actual fleet sizes needed and those in the hypothetical scenarios enlarge with the number of shared passengers in the vehicle, and therefore, the benefit of moving to larger vehicles diminishes.

The power of sharing is also evidenced by the increase in the average vehicle load factor from 0.40 with no sharing (more than half of the time vehicles are traveling empty) to 1.18 when sharing capacity increases to 4, resulting in much higher efficiency and lower operational cost. Sharing also increases the detour (but to a much lesser degree than the load factor), with the detour factor ranging between 1.10 to 1.15, i.e., a 10% to 15% increase in passenger in-vehicle travel times.

(a) The vehicle capacity-fleet size curve is decreasing and above the ideal curve. (b) Both load factor and detour factor increases as vehicle capacity becomes larger.

Figure 4: Impact of vehicle capacities on travelers and the operator (case ASC = -3.00).

5.2.3. Fare Policy

We compare the initial fare policy: i.e., minimum trip price ($1.73), sharing discount (25%), and transfer discount ($1.33) with an alternative policy: no discount for transfers \( (DC_{\text{transfer}} = 0.00) \). Table 6 shows the comparison of the modal shift to the AV+PT mode in the three fare policy scenarios. The modal shift is defined as the percentage of trips leaving the existing mode for the AV+PT mode over the total trips by the existing mode before the introduction of the AV+PT mode. When the discount for transfers is removed, there is a significant decrease in modal shift in the downtown trips, since they often involve first-mile access and transfers.
Table 6: Modal Shift to AV+PT Service under Different Fare Policies

<table>
<thead>
<tr>
<th>Trip Type</th>
<th>Mode</th>
<th>Original Fare</th>
<th>$D_{transfer} = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Downtown</td>
<td>Car</td>
<td>43%</td>
<td>36%</td>
</tr>
<tr>
<td></td>
<td>Rail</td>
<td>39%</td>
<td>31%</td>
</tr>
<tr>
<td></td>
<td>P/K+R</td>
<td>43%</td>
<td>36%</td>
</tr>
<tr>
<td>Intrazonal</td>
<td>Car</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td></td>
<td>Bus</td>
<td>14%</td>
<td>14%</td>
</tr>
</tbody>
</table>

5.2.4. Hailing Policy

Figure 5a shows the origins of the AV+PT trips scattered in the CSA. The service rate varies across the geographical location and some travelers may walk away due to long wait times. Figure 5b shows the origin-specific probability of one walking away: The darker the marker is, the less likely a traveler from there will get a vehicle.

We notice that the satellite town in the southwest corner of the CSA is particularly under-served because it’s distant from the main concentration of demand. Only 34.7% of trips from there are served there. In contrast, the service rate of the rest of CSA is 99.2%. To respond to the low availability of service, we propose that travelers from the satellite town are able to request in advance and assume that half of them choose to do so. We rerun the simulation and find that the service rate in the satellite town is substantially improved to 85.5% as shown in Figure 5 with the service rate in the rest of CSA experiencing a relatively minor decrease to 98.5%. This could be a result of planning for the in-advance requests and moving vehicles from main area to southwest.

There are many options that the operator can explore: allowing different proportions of in-advanced booking, offering different levels of priority to the in-advanced bookings, and charging differently for in-advance requests. In the rest of the paper, we use this simple in-advanced booking policy (50% booking rate in the satellite town and 0% from the rest of the CSA) and maintain the same fare structure as before, i.e., no price discrimination.

(a) Scatter of the origins of the predicted trips. The satellite town is the agglomeration in the southwest.  
(b) Likelihood of walking away assuming on-demand requests only. Dark marker indicates high chance.  
(c) Likelihood of walking away if in-advance requests are allowed in satellite town.

Figure 5: Impact of hailing policy on service availability.
5.3. Preference to AV

(a) The relation between demand and fleet size indicates the economies of scale.

(b) A higher volume lead to higher load. Detour factor remains steady.

Figure 6: Impact of preference (ASC) on system scale and performance.

We test three values of ASCs to reflect the uncertainty in travelers' intrinsic preference for the AV+PT service: -3.58 (lower bound), -3.00 (midpoint) and -2.35 (upper bound). Figure 6a shows that as ASC becomes less negative, the utility of traveling by AV+PT increases and the demand grows significantly (from around 700 to 1950 to 3950). To maintain the same level of service (99% service rate guarantee), the operator needs to deploy a larger fleet from 110 to 230 to 400 respectively. The average load factor also increases as in Figure 6b. In contrast, the detour factor remains at the level of around 1.15. Given the high sensitivity to the ASCs, one important future research is the deeper understanding of the intrinsic preference for the AV technology.

5.4. Before-and-After Mode Shares

Table 7 shows the mode shares before and after the launch of AV+PT service. “Shift to AV+PT” shows the number and percentage of trips shifted from car, bus, rail and P/K+R to the AV+PT service. The mode share of the direct car trips to the downtown drops from from 10% to 5%. The long-haul portion of the downtown trips is more dominated by rail but the access to the stations changes the mode mixture significantly. Walking trips to the stations decreases by 39%, and P/K+R trips reduces by 43%. For intra-zonal trips, the AV+PT service captures 11% of the mode share; car trips drops by 10% and bus trips decreases by 14%.

Figure 7 shows the mixture of AV+PT trips switched from each of the existing modes. For intra-zonal trips, 82% of the AV+PT trips are from private cars and 18% from the buses. For downtown trips, 10% of the AV+PT trips are from private cars, 17% from P/K+R, and the majority (73%) from rail—they continue using rail but use AV as the access mode to the stations.
### Table 7: AV+PT Service Ridership and Mode Share Analysis

<table>
<thead>
<tr>
<th>Trip Type</th>
<th>Mode</th>
<th>Before</th>
<th>After</th>
<th>Shift to AV+PT % Shift</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Trips</td>
<td>Share</td>
<td>Trips</td>
</tr>
<tr>
<td>Downtown</td>
<td>Car</td>
<td>775</td>
<td>10%</td>
<td>441</td>
</tr>
<tr>
<td></td>
<td>Rail</td>
<td>5968</td>
<td>74%</td>
<td>3661</td>
</tr>
<tr>
<td></td>
<td>P/K+R</td>
<td>1277</td>
<td>16%</td>
<td>723</td>
</tr>
<tr>
<td></td>
<td>AV+PT</td>
<td>0</td>
<td>0%</td>
<td>3195</td>
</tr>
<tr>
<td>Total</td>
<td>Car</td>
<td>22715</td>
<td>86%</td>
<td>20373</td>
</tr>
<tr>
<td></td>
<td>Bus</td>
<td>3629</td>
<td>14%</td>
<td>3109</td>
</tr>
<tr>
<td></td>
<td>AV+PT</td>
<td>0</td>
<td>0%</td>
<td>2862</td>
</tr>
<tr>
<td>Total</td>
<td>Car</td>
<td>26344</td>
<td>100%</td>
<td>26344</td>
</tr>
</tbody>
</table>

* All of the downtown AV+PT trips use AV for rail connection. Only 10% of the intrazonal AV+PT trips involves rail and the rest of them are AV-only.

#### Figure 7: Percentage of AV+PT trips from each existing mode: left: downtown trips; right: intrazonal trips.

6. Robustness and Convergence

The proposed agent-based simulation model is based on stochastic trip requests for the AV+PT service, generated according to pre-defined demand volumes for every origin-destination pair. The order of requests and their sending times change from one simulation run to another. The initial locations of the vehicles are also randomly generated at the beginning of the simulation time period. Therefore, two simulation runs may not have same results, even if all the decision variables (e.g. fleet size, fare scheme, ASC, etc.) and the demand volumes are identical. In this section, we report an experiment designed to evaluate the robustness and convergence of the simulation model.

To evaluate the impact of request stochasticity and test the robustness of simulation, we simulate a single scenario for five times and compared the results after convergence. In this scenario, the ASC for the AV+PT mode is set to -3.58, the fleet size is 120, and vehicle capacity is 4. Initial values for service rate, wait time and detour factor are 100%, 5 minutes and 1.0 respectively. The penalty wait time is 20 minutes. Figure 8a shows the estimated demand for the five runs reported over 10 MSA iterations. All simulations start with the initially estimated total demand of 806, and they all converge to an estimate of about 709. This experiment shows that the simulation solution is robust and the stochasticity of requests does not affect the equilibrium...
results significantly.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8}
\caption{Simulation results for robustness and convergence.}
\end{figure}

In order to test the sensitivity to the initial level of service values, we simulate the scenario with five different sets of initial values, in which service rate ranges between 90% and 100%, wait time from 5 to 8 minutes, and detour factors from 1.0 to 1.3. Although these simulation results initiate at different demand levels, ranging between 634 to 809 (Figure 8b), they all converge to an estimated demand level of about 705 after ten iterations.

These two experiments indicate that despite various stochastic features in the simulation process, the proposed method generates robust estimation of travel demand for AV+PT service.

7. Conclusion and Future Research

This paper offers a systematic approach to the design, simulation and evaluation of AV+PT systems and demonstrates specific AV+PT service designs. The system design and modeling framework reflect the transit-oriented considerations that are important for high service availability, seamless connections, and equity. Using demand-supply interaction, we represent the choices of both travelers and operators. Results show the trade off between improving level of service and traveler experience, and the cost of larger fleet size and low occupancy, and our model provides the starting point of identifying the optimal balance. Encouraging ride-sharing, allowing in-advance requests, and combining fare with transit are tools to enable service integration and sustainable travel.

We point the future research needs in four broad areas:

The first is to examine how the integrated AV+PT system will impact active modes. The convenience of the door-to-door service may deprive people of the opportunity to walk and cycle. Scheltes and de Almeida Correia (2017) show that AV service for last mile is competitive with walk, but less so with bike in Delft, Netherlands. As the next step, simulations, state preference surveys, and field experiments could help empirically assess the impact of AVs on active modes in our case study city. Besides attracting
trips from active modes, the AV service can also induce latent demand. [Harb (2018)] shows an over 80% vehicle mile traveled (VMT) increase in a naturalistic experiment with chauffeur drivers. This paper makes a strong assumption of fixed total travel demand, but it is critical for the future research to examine the latent demand.

The second is to investigate the AV fleet sizing and management strategies, as well as its impact on the repurposing of the bus services. In our simulated scenarios, the intra-zonal bus demand dropped by 14%. It is important to examine how bus service needs to be reoptimized so as to align itself with integrated AV+PT services. More broadly, the simulation model should be expanded to include bus service so that we can consider the AV fleet and bus fleet management jointly.

The third is to explore a range of AV+PT fare products and their impact on service. The success of an AV+PT service depends on how much it costs and how attractive it is to the travelers. Based on the demand-supply interaction mechanism, we can study how different fare products such as monthly pass, early-bird discounts, and concession fares will change consumer behavior. Dynamic pricing (surges) may also be a tool for generating extra revenue and managing demand. This would help design and price the services based on the objectives of different stakeholders, though they may conflict each other.

The fourth is to make the simulation model congestion-aware. This paper uses static travel times rather than congestion-dependent ones and chooses a low-density suburb where it is reasonable to assume that traffic congestion is low and the AMoD vehicles do not change the underlying traffic conditions significantly. But for applications in congested networks, it is critical to capture the congestion effect and we should employ a proper traffic model in such applications. Such models need to be able to represent the current traffic flow and the travel time of each road segment, to reflect the flow-speed relationship including the AV driving behavior if they behave differently from human-driven vehicles, to model the stochastic features of the traffic and congestion, and to model the changes to the bus operation because of the traffic condition change and the ridership change.

Other future works include: implementing advanced algorithms to reoptimize the request-vehicle assignments; incorporating service reliability as a measure of performance, and developing a distribution for waiting times and in-vehicle times instead of using the average values; improving the accuracy of demand-supply interaction by repeating each iteration of the MSA multiple times and using the average; and better understanding the cost of operating and maintaining the AV fleet.
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Appendices

Appendix A. Choice Model of the Status Quo Mode Split

The existing choice set \( C = \{w, k, c, t, b, r, p\} \) contains all seven modes: walk, bike, car, taxi, bus, rail, and P/K+R respectively. \( U_i \) is the utility of mode \( i \) from \( C \). \( C_m \) is a nested mode set with utility \( U_m' \), \( m = 1, \ldots, M \) if \( M \) nested sets are available. Based on the utilities, the probability of choosing mode \( i \in C_m \) is as below:

\[
Pr(i|C) = \frac{\exp(\mu_m U_i)}{\sum_{j \in C_m} \exp(\mu_m U_j)} \sum_{k=1}^{\mu_m} \exp(\mu U_k')
\] (A.1)

where

\[
U_m' = \frac{1}{\mu_m} \ln \sum_{j \in C_m} \exp(\mu_m U_j)
\] (A.2)

The utility equations are defined as follows:

\[
U_w = ASC_w + \beta_{T,w} T_w
\] (A.3)

\[
U_k = ASC_k + \beta_{T,k} T_k
\] (A.4)

\[
U_c = ASC_c + \beta_{T,c} T_c + \beta_C C_w + \beta_N N_c
\] (A.5)

\[
U_t = ASC_t + \beta_{T,t} T_t + \beta_C C_t + \beta_D D_t
\] (A.6)

\[
U_b = ASC_b + \beta_{T,b} T_b + \beta_W W_b + \beta_C C_b + \beta_X X_b
\] (A.7)

\[
U_r = ASC_r + \beta_{T,r} T_r + \beta_W W_r + \beta_C C_r + \beta_X X_r
\] (A.8)

\[
U_p = ASC_p + \beta_{T,p} T_p + \beta_W W_p + \beta_C C_p + \beta_X X_p
\] (A.9)

\( ASC_i \) represents the alternative specific constant of mode \( i \); \( T_i \) is the total travel time for all non-transit-related modes in 10-minute increments; for bus, rail, and P/K+R, the walking time (for access and egress) is separated from the total travel time and represented by \( W_i \), also measured in 10-minute increments. \( C_i \) is the equivalent cost in U.S. Dollars ($); \( X_i \) is the number of transfers; \( D_i \) is the total travel distance in kilometers and \( N_i \) is the number of cars that the household owns. The mode-specific coefficient for travel time is denoted as \( \beta_{T,i} \). The coefficient for walking time in transit modes is listed as \( \beta_W \). Similarly, \( \beta_D,t \) is the coefficient for taxi travel distance. \( \beta_C \), \( \beta_X \) and \( \beta_N \) are the generic coefficients for cost, transfer and car ownership respectively. Also, \( \mu_{\text{transit}} \) is denoted as the scale parameter of the transit nest (bus, rail, P/K+R and in the future AV+PT). Walking time and travel time for walk, bike, car, bus and rail are generated based on the fastest path during the morning peak using Google Maps API. Taxi and P/K+R times are estimated using car and transit respectively with an additional 3-minute wait for taxi mode.

Other attributes including travel costs are determined under the following assumptions.

- The scale parameter \( \mu \) in Equation [A.2] is set to 1.
- Walk: As the reference mode, ASC is set to 0.
- Car: Parking cost reflects the morning, commuting, on-street parking cost. Congestion charging is $15.30 if a trip has origin or destination in the zone. Gas cost is $6.96/gallon with an average car fuel economy of 76.17km/gallon.
• Taxi: Cost is estimated based on workday, day-time price.

• Bus/Rail: Bus trips are defined as “bus-only” and the cost is $1.73 per trip. Non bus-only trip alternatives are dominated by rail and as such classified as rail. Rail trips have distance-based fare based on a predefined fare scheme.

• P/K+R: Cost is assumed to be equivalent to transit travel cost.

The models are estimated using PythonBiogeme (Bierlaire 2016). With 1639 observations, the model has an adjusted rho-squared of 0.613. Grouping transit alternatives in the nesting structure produces a robust model and matches our intuition that transit modes should be correlated. The results are shown in Table A.8.

The ASC of walk is 0, whereas for all other modes ASCs are negative. This indicates that in the absence of significant difference in other travel attributes (which is probably only true for short distance trips), walking is likely to be the first choice. The ASCs of all transit modes (bus -2.87, rail -3.14, P/K+R -3.58) and car (-2.35) are almost similar and less negative than others. The automobile network infrastructure and transit service provision have probably made these four modes dominant travel alternatives. Taxi and bike have very negative ASCs (-5.74 and -4.99) likely due to limited availability for taxi and necessary physical requirements for bike.

The coefficients for travel time are almost similar for car (-1.04), bike (-1.07) and walk (-1.20). This is probably because in either of these modes the traveler has to be actively engaged and cannot make use of that time to engage in other activities such as reading, writing, etc. In contrast, the coefficients for transit related travel time are about a third of the previous group. In these modes travelers are free to use that time for other activities. The transit parameter value for walking is slightly higher than travel time for other aspects of transit travel. This is likely due to walking being viewed as more onerous. Furthermore, the value of time of transit modes is about $20/hour. P/K+R has a slightly lower value of time at about $15/hour and walking time in transit has a slightly higher value of time at roughly $30/hour.

For the remaining three variables used in the mode choice model, it is shown that there is a negative correlation between number of transfers and utility. Roughly one transfer is equal to 12 - 16 minutes in transit, which is consistent with findings from the literature (Nassir et al. 2018). The positive value of car ownership correctly reflects the fact that people are more likely to choose car if it’s available. Taxi distance is positive since the model already considers cost and travel time, showing that taxi with higher speed is preferred.
Table A.8: Estimation Results of Mode Choice Model

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Value</th>
<th>Standard Error</th>
<th>t-test</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ASC_k$</td>
<td>-5.01</td>
<td>0.42</td>
<td>-11.81</td>
<td>0.00</td>
</tr>
<tr>
<td>$ASC_c$</td>
<td>-2.35</td>
<td>0.20</td>
<td>-11.87</td>
<td>0.00</td>
</tr>
<tr>
<td>$ASC_t$</td>
<td>-5.81</td>
<td>1.12</td>
<td>-5.18</td>
<td>0.00</td>
</tr>
<tr>
<td>$ASC_b$</td>
<td>-2.87</td>
<td>0.23</td>
<td>-12.30</td>
<td>0.00</td>
</tr>
<tr>
<td>$ASC_p$</td>
<td>-3.14</td>
<td>0.30</td>
<td>-10.47</td>
<td>0.00</td>
</tr>
<tr>
<td>$ASC_{\beta}$</td>
<td>-3.58</td>
<td>0.49</td>
<td>-7.27</td>
<td>0.00</td>
</tr>
<tr>
<td>$\beta_{T,w}$</td>
<td>-1.20</td>
<td>0.08</td>
<td>-15.21</td>
<td>0.00</td>
</tr>
<tr>
<td>$\beta_{T,k}$</td>
<td>-1.07</td>
<td>0.23</td>
<td>-4.66</td>
<td>0.00</td>
</tr>
<tr>
<td>$\beta_{T,c}$</td>
<td>-1.04</td>
<td>0.11</td>
<td>-9.55</td>
<td>0.00</td>
</tr>
<tr>
<td>$\beta_{T,t}$</td>
<td>-1.83</td>
<td>0.90</td>
<td>-2.03</td>
<td>0.04</td>
</tr>
<tr>
<td>$\beta_{T,b}$</td>
<td>-0.37</td>
<td>0.07</td>
<td>-5.56</td>
<td>0.00</td>
</tr>
<tr>
<td>$\beta_{T,r}$</td>
<td>-0.36</td>
<td>0.08</td>
<td>-4.31</td>
<td>0.00</td>
</tr>
<tr>
<td>$\beta_{T,p}$</td>
<td>-0.28</td>
<td>0.08</td>
<td>-3.43</td>
<td>0.00</td>
</tr>
<tr>
<td>$\beta_W$</td>
<td>-0.54</td>
<td>0.11</td>
<td>-5.06</td>
<td>0.00</td>
</tr>
<tr>
<td>$\beta_C$</td>
<td>-0.11</td>
<td>0.03</td>
<td>-4.16</td>
<td>0.00</td>
</tr>
<tr>
<td>$\beta_X$</td>
<td>-0.45</td>
<td>0.17</td>
<td>-2.64</td>
<td>0.01</td>
</tr>
<tr>
<td>$\beta_{D,t}$</td>
<td>0.44</td>
<td>0.11</td>
<td>4.14</td>
<td>0.00</td>
</tr>
<tr>
<td>$\beta_N$</td>
<td>0.75</td>
<td>0.08</td>
<td>9.03</td>
<td>0.00</td>
</tr>
<tr>
<td>$\mu_{\text{transit}}$</td>
<td>3.23</td>
<td>1.19</td>
<td>2.71</td>
<td>0.01</td>
</tr>
</tbody>
</table>